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Motivation1.1

Intuition: Due to the concise and structured nature of tables, the knowledge contained 
therein may be incomplete or missing, posing a significant challenge for TableQA systems.

Question: What was the release date of the studio album from the artist who signed to the 
record label GOOD Music ?

Missing in the table.
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Motivation1.2

Can we utilize the high-quality knowledge in knowledge graphs to alleviate the problem of 
missing knowledge in tables?
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Dataset Overview2.1

We also annotated gold evidence for each question. For example, for Q1, the gold 
evidence for this instance would be {((2, 1), (Kanye West, record label, Good Music)), ((2, 0), 
(The College Dropout, publication date, February 10, 2004))}.
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Task Definition2.1

The process of KET-QA: given a table T, the grounded knowledge sub-graph G, and a 
natural language question q, output a that answers the question according to the context.
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Statistics2.2

 KET-QA is the first TableQA dataset that utilizes a knowledge graph as external 
knowledge source

 KET-QA is the first TableQA dataset that provides fine-grained gold evidence 
annotations from external knowledge sources.
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Overview3.1

We propose a retriever-reasoner 
pipeline model to incorporating 
knowledge from KG to TableQA.
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Multistage Knowledge Base Retriever3.2

Motivation behind ‘Multistage Retriever’: 

Speed of the retrieval operation is important 
for real-time TableQA scenarios.

Triple-Related Sub-Table: The information 
within the entire table may be redundant for 
retrieval and could exceed the length 
limitations of the transformer model. 
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Evidence Retrieval - Experimental Setup3.1

Metrics:

We introduce a modified version of Recall@k (R@k) to evaluate the retrieval 
performance in the context of KET-QA. The purpose of R@k is to measure the 
percentage of items of gold evidence that are retrieved by the retriever

Baseline Methods:
 (i) String Match: Triples are retrieved based on whether the label of the 
triples matches the words in the question; 
(ii) Bi-Encoder and Cross-Encoder are used to compare the performance of a 
single retriever with MKBR.
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Evidence Retrieval - Experimental Results3.2

 in scenarios where k is small (k ≤ 20), MKBR 
consistently outperforms any single retriever 
model.

 The proposed Triple-Related Sub-Table is 
superior to the other two approaches.
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Question Answering - Experimental Setup3.1

Metrics:

 Exact Match The EM score is a strict all-or-nothing metric, which represents 
the percentage of predictions that exactly match the ground truth.

 F1 Score measures the token overlap between the predicted answer and 
ground truth.

Baseline Methods:

 We take table-only models as baselines to explore whether the question can 
be answered based solely on the table information in the traditional TableQA 
manner.
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Question Answering - Experimental Results3.2
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Comparison of Knowledge Sources5.1

 LLM-generated Knowledge: We employed the prompt 
"Generate some knowledge about the given question 
and table" to instruct the Large Language Model to 
generate knowledge that is beneficial for answering the 
current question.

 Wikipedia Passage hyperlinked Wikipedia passages 
can provide additional information that complements 
the table.
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