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It becomes important to develop culturally-aware LLM. [1]

[1] SHI, Weiyan, et al. CultureBank: An Online Community-Driven Knowledge Base Towards Culturally Aware Language Technologies. arXiv preprint arXiv:2404.15238, 2024.
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It becomes important to develop culturally-aware LLM. [1]

In the Korean context, there was a lack of focus on the 

culturally-aware evaluation of LLM.

Existing Korean benchmarks are either too easy or are translated 
from English [2,3] , 
not reflecting specific Korean cultural and linguistic nuances.
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from standardized Korean exams

2.    Using GPT-4 to generate new     
       questions based on textbook

Six examinations from Korean institutions Convert exam files using OCR
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Data Collection - Two Approaches
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1. Select questions 
from standardized Korean exams

2.    Using GPT-4 to generate new     
       questions based on textbook

Textbook for Korean Immigration
and Integration Program(KIIP) 

Per chapters

English Translated Prompt

Read the following passage and create 10 multiple-choice
questions based on it.
Ensure that the content of each question does not overlap and format
them in JSON format including the following elements.
The question_id should start from {current_cnt} and increase by 1 
thereafter.
"cite": The sentence from the passage used to create the question
"question_id": {Question number}
"question": {Question}
"choices": {Options}
"answer": {Answer}
"Passage": {content}

We use this approach to introduce novel cultural questions, 
which are not covered in the exams

Splitted chunks
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Data Validation

- Only validate the GPT-4 generated questions

- Validated by four of the authors, who are Korean native speakers 

- The initial dataset reduced to 1,245 samples (62.9% of the original)

Validation Criterion

1. Questions are solely based on the given text. 
2. Information in Questions remains consistent over time. 
3. Questions should centrally relate to Korea. 
4. Questions should be objective and free from bias.
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Data Category generation
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Korean Language

- Follow definitions of linguistic 

knowledge from Bachman and 

Palmer (1996)

Korean Culture

- Adopt eight subcategories based on 

the KIIP textbook
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Data Categorization

Case 1 - No further annotation 

- GPT4-generated Questions from the textbook

- Questions from Exams that focus on a single subject (i.e. History)

Case 2- Exams contain more than two categories

- A single annotator validates the label assignment based on the 

provided solutions
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CLIcK Dataset
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Prompt

주어진 맥락을 천천히 읽고, 질문에 대한 적절한 정답을 A, B, C, D 
중에 골라 알파벳 하나로 답하시오 . 
(Read the given context, and choose the correct answer to the 
question from options A, B, C, or D. Respond with a single 
alphabet.)

맥락 (Context): {CONTEXT}
질문 (Question): {QUESTION}
보기 (Options):
A: {A}, B: {B}, C: {C}, D: {D}
정답 (Answer):

Type Model

API-based LLMs GPT-3.5-turbo, Claude-2

Open-source LMs Multilingual Korean-specialized

LLaMA2-chat 
(7B,13B)

LLaMA2-Ko(7B), KULLM-v2, KoAlpaca
Polyglot-Ko(1.3B,3.8B,5.8B,12.8B)

Model

Evaluation Methodology

API-based LLMs Analyze and select the most likely answer based on the output 
probabilities of option ID tokens

Open-source LMs Compare the generated response with the labeled answer

*Cyclic permutation applied to each question to reduce the effect of option ordering bias
*Three different prompts used
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Claude-2 and GPT-3.5 surpass closed-source models in most categories.
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Their performance remains similar in History, Economy, and Functional Knowledge. 
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Claude-2 outperforms GPT-3.5 in almost all categories.
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Experimental Results

22

Open-source models exhibit a low accuracy in the range of 10-50%. 
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Experimental Results
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No trends in performance related to model scale and Korean corpus scale.
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[Definition] Challenging Problem

- The problems with an accuracy below random selection threshold
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Portions of challenging samples 

Open-source models have difficulty with over 60% of our dataset.
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Portions of challenging samples 

GPT-3.5 and Claude-2 face challenges with over 30%.
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[Definition] Uncertainty score; opposite meaning of confidence score

[Definition] Uncertainty score (shannon entropy) 
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[Definition] Uncertainty score; opposite meaning of confidence score

[Definition] Uncertainty score (shannon entropy) 

Golden Answer                    (A)

Model’s Answer (B) (C) (D) → High Uncertainty 

Models’ Answer (B) (B) (B) → Low Uncertainty
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Uncertainty score on model’s challenging problem

Smaller models tend to randomly select answers without consistency
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Uncertainty score on model’s challenging problem

As the size increases, models tend to choose wrong answers consistently.
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Uncertainty score on model’s challenging problem

Ambiguous patterns in  GPT-3.5 and Claude-2
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for detailed evaluation.

● Findings indicate that five open-source models struggle with over 60% of the 
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enhance understanding of Korean cultural and linguistic aspects.

Conclusion 
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Take Home Message

Despite the emphasized importance of culturally aware LLMs, 

LLMs still lack coverage of linguistic and cultural aspects of non-English 

languages, and therefore more research is needed on evaluation and 

modeling techniques.
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Thank you!
✉ kes0317@kaist.ac.kr


