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• Context Transfer in Question Answering:
• Learning from the past, testing on the present
• Training on old contextual documents, while testing on new ones
    (with the same question)

Training Testing
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RQ1

To what extent does the generative 
model exhibit faithfulness under 
context transfer?

RQ2

What are the underlying reasons 
for  the  occurrence  o f  memory 
hallucination?

1 2
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• How to measure such problem
• Margin grounding Failure of context transfer:

�� Φ =  1,  Φ
 �, ������  >  � × Φ �, ����� 

0,  Φ �, ������  ≤  � × Φ �, ����� 

�: generated answer
������: reference in training data (answer or context)
Φ: any basic metric to measure similarity
�: margin �

�
������

�����
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• How to measure such problem
• Specifically,  

�� BertScore =  1,  BertScore
 �, ������  >  1.25 × BertScore �, ����� 

0,  BertScore �, ������  ≤  1.25 × BertScore �, ����� 

In this work we use BertScore to measure the similarity between generated 
answer and reference answer (from training or testing)

�
�
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• How to measure such problem
• Margin Failure Rate is defined as the percentage of grounding failure: 

��� BertScore =
1
�

 
�=1

�

��� BertScore 
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�����
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Evaluation Dataset

having examples where a question is 
paired with several different context 
and answer:

p Debatepedia

Evaluation Models

Generative Models in QA:
p T5
p BART
p FiD(T5)
p FiD(BART)

1 2
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• Meta Evaluation of MFR on annotated dev set
• BertScore (B-S) has the best Pearson Correlation with human labels
• Setting � = 1.25 gets a great correlation
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• RQ1: All models have memory hallucination under context transfer
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• RQ2: Impact of Contextual Knowledge Scale
Memory hallucination increases proportionally with the expansion of the 
context scale
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• RQ2: Impact of Irrelevant Noisy Context
• Different negative context settings:
p None Negative Contexts (None-Neg)
p Hard Negative Contexts (Hard-Neg):

retrieved negative contexts by BM25
p Random Negative Contexts (Rand-Neg):

randomly sampled negative contexts

• Different context transfer settings:
p transferpos: transferring only the positive context 
p transferall: transferring both the positive and negative context
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• RQ2: Impact of Irrelevant Noisy Context
• During training phase, encourage model to establish spurious correlations. 
• During testing phase, disperse the model's attention on the answers
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• RQ2: Impact of Irrelevant Noisy Context
• During training phase, encourage model to establish spurious correlations. 
• During testing phase, disperse the model's attention on the answers
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• Conclusion
• Examing multiple models, unveiling their potential deficiencies faithfully 

align contextual knowledge.
• Emphasizing the pivotal role of (negative-) context in the manifestation of 

hallucinations during both training and testing phases.

• Future Work
• Investigation in large language models
• Effective solution for memory hallucination
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