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Introduction



Pre-trained models (PLMs) have achieved promising 
performance in various tasks in the past few years

LLMs can consistently achieve significant performance 
improvements and exhibit several special abilities compared
with original PLMs.

Despite the remarkable performance of recent LLMs, some
challenges and problems still arise in real-world applications

As a result, it is worth further exploration of whether LLMs
truly understand intrinsic semantics rather than the surface
form of texts.

Shortcut learning where the models tend to exploit superficial
non-robust features (e.g., lexical overlap) instead of robust
features (e.g., semantic understanding) to make predictions.

It seriously hurts the generalization and robustness of natural
language models, leading to inferior performance  when
applied to broader applications or more challenging scenarios

A model trained with  more balanced datasets, more
parameters, and more advanced learning strategies can help
to mitigate the shortcut learning behavior

However, there exist no related explorations  of shortcut
learning for recent LLMs.

Introduction



We wonder:
(1) Do recent LLMs (such as ChatGPT) 
have shortcut learning behaviors under 
zero/few-shot learning settings?

if have: 
(2)When and why do shortcut learning 
behaviors occur? 

and 
(3) How to mitigate them for LLMs?
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Shortcut Learning of LLMs



01

LLMs without instruction tuning or RLHF can not directly support our
evaluation in zero-shot setting, except T52. There is no evident decline
between different labels in the few-shot setting, but the overall accuracy is 
relatively low.

02

LLMs after instruction tuning or RLHF significantly  aggravate the
performance decline, and adopting in-context learning does not alleviate
this problem effectively.

Do recent LLMs have shortcut learning behaviors?

03

ChatGPT has the most potential  solve shortcut learning since the
accuracy is the highest (75.40) and the decline is the lowest (15.87). to

Recent LLMs with instruction tuning or RLHF still have shortcut learning behaviors.



01

Since the performance decline between different target
labels is only evident in the latter ones, we would rather
attribute the shortcut  learning behaviors to the
instruction tuning or RLHF processes.

02

Shortcut learning is serious in zero-shot  settings,
indicating that LLMs have got shortcut  learning
behaviors before in-context learning.

When do recent LLMs get shortcut learning behaviors?



In our experiments, the models will predict the corresponding label as Entailment through shortcuts from manual prompts
and sentence inputs, which provide task information as natural language inference and spurious features such as lexical
overlap, respectively.

In-context learning may not benefit or even deepen the performance decline by providing helpful task information while 
encouraging the models to adopt such spurious correlations.

Why do recent LLMs get shortcut learning behaviors?



Potential Solutions to Forgetting 
Spurious Correlations for LLMs



Remove the 
task element: 

minimal 
prompts with 

natural 
language 

labels.
a) In-context learning with 64 examples in the demonstration (w/ 64-shot) can effectively 

mitigate shortcut learning as well as improve the performance.
b) When the number of examples in the demonstration is relatively small (w/ 32/16/8-shot), 

the decline on examples with the label non-entailment still exists, and shows an upward 
trend with k decreasing.

Potential Solutions to Forgetting Spurious Correlations for LLMs



Remove the 
task and label 

elements: 
minimal 

prompts with 
symbolic 

labels.
a) As the performance decline on different labels is small, in-context learning with 

examples adopting minimal prompts and symbolic labels in the demonstration can 
effectively mitigate shortcut learning. 

b) The overall accuracy declines as the number of examples in the demonstration 
decreasing, indicating that LLMs can not achieve enough task information.

Potential Solutions to Forgetting Spurious Correlations for LLMs



Remove the 
label element: 

manual 
prompts with 

symbolic 
labels.

a) In-context learning with 16/32 examples in the demonstration (w/ 16/32-shot) can 
perform better to mitigate the shortcut learning. 

b) The performance is comparable with minimal prompts with 8 examples in the 
demonstration, and declines significantly with 4 examples in the demonstration.

Potential Solutions to Forgetting Spurious Correlations for LLMs



Potential 
solution: 

finding the 
balance of 

task 
information 
and spurious 
correlations.

a) Removing the elements of spurious correlations directly and urging the LLMs to achieve 
task information through in-context learning can mitigate shortcut learning.

b) Based on our experiments, achieving enough task information through in-
context learning while forgetting spurious correlations is critical to mitigating 
shortcut learning.

Potential Solutions to Forgetting Spurious Correlations for LLMs



Enhanced Strategies for LLMs to 
Learn from In-context Information



Mixed prompts

we replace the first example in the
demonstration and find this effective
enough to provide task information.

Mixed prompts and Mixed labels

Mixed labels

After adopting minimal prompts, we
transform the original labels (e.g.,
Entailment and Non-entailment) to
several label sets (e.g., {Yes, True, A4,
7X} and {No, False, B6, 9Y}), denoted as
Entailment set and Non-entailment set,
respectively.



(1) Our methods can 
effectively mitigate shortcut 
learning on all datasets.

(2)Our methods are all better 
than minimal baselines for 
overall performance.

(3) Mixed labels can achieve 
promising performance with 
a few examples, while mixed 
prompts can perform well 
with fewer examples. Mixed 
prompts are more effective 
than mixed labels.

Results and Analysis



Can mixed prompts perform better with 
constraints?
Adopting the mixed prompts method further with 
task-specific constraints does not bring many 
benefits in mitigating shortcut learning.

Do different label sets affect the performance?
adopting natural language sets deepens shortcut 
learning, and minimal sets lead to a decline in 
overall performance.

Do different composition ratios affect the 
performance?
adopting a high proportion of natural language 
labels leads to a more significant performance 
decline while adopting a low ratio can be helpful to 
the overall performance

Results and Analysis



Considering that shortcut learning
can not be reflected in normal
testing scenarios. but truly hurts the
generalization and performance in
real-world settings, researchers
should consider this problem and
design more detailed and thorough
evaluation methods.

In the future, we will explore shortcut
learning for more tasks, such as
natural language generation and
image classification.

In this paper, we first verify that
LLMs after instruction tuning or
RLHF still suffer from shortcut
learning from analytical experiments.

Then, we further propose a
framework for encouraging LLMs to
Forget Spurious correlations and
Learn from In-context information
(FSLI) through two simple yet
effective methods.

Conclusion
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