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Large Language Models
Ø Large Language Models have achieved revolutionary breakthroughs in the field of AI.
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LLM Evaluation
n Automatic evaluation benchmark:

• MMLU[1]

• AGIEval[2]

• HellaSwag[3]

• ARC[4]

• TruthfulQA[5]

Pros：
– High efficiency
– Saving labor costs

Cons：
– Uniform prompts for all LLMs
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[1]Hendrycks et al. 2021. Measuring Massive Multitask Language Understanding. Proceedings of ICLR. 
[2]Zhong et al. 2023. AGIEval: A Human-Centric Benchmark for Evaluating Foundation Models. arXiv preprint arXiv:2304.06364. 
[3]Zellers et al. 2019. Hellaswag: Can a machine really finish your sentence? arXiv preprint arXiv:1905.07830. 
[4]Clark et al. 2018. Think you have solved question answering? Try arc, the ai2 reasoning challenge. arXiv:1803.05457.
[5]Stephanie Lin, Jacob Hilton, and Owain Evans. 2022. Truthfulqa: Measuring how mod- els mimic human falsehoods. arXiv preprint arXiv:2109.07958. 



n Discussion of Open LLM Leaderboard:
• LLMs are sensitive to the design of prompts 

in the same benchmark[5].

Sensitivity of LLM Benchmarks

4[1]https://huggingface.co/blog/open-llm-leaderboard-mmlu



Prompt Search
n Prompt search aims to indentify the appropriate prompt for improving the LLMs’ 

performance

n Some automatic methods employ continuous soft prompts[1][2], focusing on fine-
tuning the parameters of specific input tokens. However, this approach produce 
human-unreadable prompts and becomes impractical for API-access LLM

5[1]Li et al. 2021. Prefix-tuning: Optimizing continuous prompts for generation. Proceedings of ACL, pages 4582–4597. 
[2]Zhong et al. 2021. Factual probing is [MASK]: Learning vs. learning to recall. Proceedings of NAACL, pages 5017–5033. 

A: The cafeteria had 23 apples originally. They used 
20 to make lunch. So they had 23 - 20 = 3. They 
bought 6 more apples, so they have 3 + 6 = 9. The 
answer is 9.

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of 
tennis balls. Each can has 3 tennis balls. How many 
tennis balls does he have now? 

A: The answer is 11. 

Q: The cafeteria had 23 apples. If they used 20 to 
make lunch and bought 6 more, how many apples 
do they have?

A: The answer is 27.

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of 
tennis balls. Each can has 3 tennis balls. How many 
tennis balls does he have now? 

A: Roger started with 5 balls. 2 cans of 3 tennis balls 
each is 6 tennis balls. 5 + 6 = 11. The answer is 11. 

Q: The cafeteria had 23 apples. If they used 20 to 
make lunch and bought 6 more, how many apples 
do they have?

Model Input

Model Output Model Output

Model Input



n Other automatic approaches enhance discrete prompt optimization, generating or 
editing natural language prompts

Prompt Search

n APE[1] first employs the LLM to enumerate and 
select the positive prompts from the candidates, and 
then rephrases these samples synonymously

6[1]Zhou et al. 2022. Large language models are human-level prompt engineers. Proceedings of ICLR. 
[2]Pryzant et al.2023. Automatic prompt optimization with “gradient descent” and beam search. Proceedings of EMNLP, pages 7957–7968. 

Professor Smith was given the
following instructions: <INSERT> 

Here are the Professor’s responses: 

# Demostration Start 
Input: prove   Output: disprove 
Input: on    Output: off 
... 
# Demostration End  

LLMs as Inference Models

Instruction: write the antonym of the
word. 

Input: direct  Output: indirect

write the opposite of the word given.

give the antonym of the word provided.

...

reverse the input.

to reverse the order of the letters

-0.16

-0.28

...

-0.86

-1.08
Generate a variation of the following
instruction while keeping the semantic
meaning.

Input: write the antonym of the word.

Output: <COMPLETE>

LLMs as Resampling Models

LLMs as Scoring Models

write the antonym of the word. -0.26

... ...

list antonyms for the given word. -0.39

Log 
Probability 

High Score
Candidates

<LIKELIHOOD>

[Optional]

Proposal
Scoring

Similar
Candiates

Keep the high score candidates Discard the low score candidates Final selected prompt with highest score

n APO[2] uses the negative samples as pseudo-
gradient to iteratively edit the previous prompts



Prompt Search

7
[3]Yang et al. 2023. Large language models as optimizers. Proceedings of ICLR. 

n OPRO[3] utilizes LLM as an optimizer to iteratively generate new prompts guided 
by meta-prompt

scores

generated
solutions

LLM as
optimizer

objective function
evaluator

return top solutions
when finish meta-prompt

solution-score pairs

task description



Motivation
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ØThe benchmarks predominantly utilize uniform manual prompts, which 
may not fully capture the expansive capabilities of LLMs—potentially 
leading to an underestimation of their performance

ØPrevious methods generate the prompts implicitly, which overlook the 
underlying thought process and lack explicit feedback
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Our PromISe framework: Overview
Ø PromISe: Prompt Introspective Search framework

1010

Step3. Introspective RefinementStep1. Extensive Search Step2. LLM-Oriented Selection

Seed Prompt

The following are multiple choice
questions (with answers) about
computer security.
<question>
<option>
<answer>

seed
jp

Analysis
(1). pros
(2). cons
(3). refine advice

ijI

( ),search seed
S jf I p

Search

Search  Instruction searchI

Refine Instruction refineI

Self-introspect

( ), ,analyze
Sf I ij ijP S

Self-refine

( ), ,refine
S ijf I I ijP

Introspect Instruction introspectI

…
Task
Question :
A hash function guarantees the
integrity of a message. It guarantees
that the message has not be?
A. Replaced B. Overview
C. Changed D. Violated
Answer : C

jD
jQ

jA

Benchmark

Search LLM
( )Sf 

BaichuanLLaMA1,2 Falcon

,ij ijP S

( )Sf 

( )Sf 

Welcome to the multiple-choice quiz on computer 
security. In this quiz, you will be presented with a 
series of question related to computer security…

0.73

## Computer Security Quiz Welcome to the 
Computer Security Quiz! you will be asked multiple-
choice questions related to computer security…

0.71

… …
In this set of multiple choice questions, we will be 
testing your knowledge about computer security. 
Each question is followed by a list of options…

0.63

In this quiz, you will be presented with a series of 
questions related to computer security… 0.60

1
 :  ( )MPrompted LLM f 

 :  ( )
iM

Prompted LLM f 
…

Evaluation

Searched Prompts of Task 
1.##Computer Security Quiz Welcome to the…
2.Welcome to the multiple-choice quiz on…
3.##Multiple Choice Questions about Computer…

n. In this set of multiple choice questions, we will
be testing your knowledge about computer
security…

…

jD Refined Prompts of Task 
1.In this quiz, you will be presented with…
2.Please carefully read each question and…
3To successfully complete the quiz, please…

n. Read each question and its corresponding options
carefully. Choose the correct answer by selecting
the corresponding option…

…

jD

MOSS

…

u Step1 Extensive Search
Generating an initial set of prompts

u Step2 LLM-Oriented Selection
Selecting prompts for specific LLM

u Step3 Introspective Refinement
Leverging the introspection and

summarization capabilities of the search
LLM to further refine prompts



Our PromISe framework: Overview
Ø PromISe: Prompt Introspective Search framework
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Step3. Introspective RefinementStep1. Extensive Search Step2. LLM-Oriented Selection

Seed Prompt

The following are multiple choice
questions (with answers) about
computer security.
<question>
<option>
<answer>

seed
jp

Analysis
(1). pros
(2). cons
(3). refine advice

ijI

( ),search seed
S jf I p

Search

Search  Instruction searchI

Refine Instruction refineI

Self-introspect

( ), ,analyze
Sf I ij ijP S

Self-refine

( ), ,refine
S ijf I I ijP

Introspect Instruction introspectI

…
Task
Question :
A hash function guarantees the
integrity of a message. It guarantees
that the message has not be?
A. Replaced B. Overview
C. Changed D. Violated
Answer : C

jD
jQ

jA

Benchmark

Search LLM
( )Sf 

BaichuanLLaMA1,2 Falcon

,ij ijP S

( )Sf 

( )Sf 

Welcome to the multiple-choice quiz on computer 
security. In this quiz, you will be presented with a 
series of question related to computer security…

0.73

## Computer Security Quiz Welcome to the 
Computer Security Quiz! you will be asked multiple-
choice questions related to computer security…

0.71

… …
In this set of multiple choice questions, we will be 
testing your knowledge about computer security. 
Each question is followed by a list of options…

0.63

In this quiz, you will be presented with a series of 
questions related to computer security… 0.60

1
 :  ( )MPrompted LLM f 

 :  ( )
iM

Prompted LLM f 
…

Evaluation

Searched Prompts of Task 
1.##Computer Security Quiz Welcome to the…
2.Welcome to the multiple-choice quiz on…
3.##Multiple Choice Questions about Computer…

n. In this set of multiple choice questions, we will
be testing your knowledge about computer
security…

…

jD Refined Prompts of Task 
1.In this quiz, you will be presented with…
2.Please carefully read each question and…
3To successfully complete the quiz, please…

n. Read each question and its corresponding options
carefully. Choose the correct answer by selecting
the corresponding option…

…

jD

MOSS

…

u Step1 Extensive Search

• Generating an initial set of prompts

• Guided by the seed prompt

• Adhering closely to predefined
criteria



Our PromISe framework: Overview
Ø PromISe: Prompt Introspective Search framework
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Step3. Introspective RefinementStep1. Extensive Search Step2. LLM-Oriented Selection

Seed Prompt

The following are multiple choice
questions (with answers) about
computer security.
<question>
<option>
<answer>

seed
jp

Analysis
(1). pros
(2). cons
(3). refine advice

ijI

( ),search seed
S jf I p

Search

Search  Instruction searchI

Refine Instruction refineI

Self-introspect

( ), ,analyze
Sf I ij ijP S

Self-refine

( ), ,refine
S ijf I I ijP

Introspect Instruction introspectI

…
Task
Question :
A hash function guarantees the
integrity of a message. It guarantees
that the message has not be?
A. Replaced B. Overview
C. Changed D. Violated
Answer : C

jD
jQ

jA

Benchmark

Search LLM
( )Sf 

BaichuanLLaMA1,2 Falcon

,ij ijP S

( )Sf 

( )Sf 

Welcome to the multiple-choice quiz on computer 
security. In this quiz, you will be presented with a 
series of question related to computer security…

0.73

## Computer Security Quiz Welcome to the 
Computer Security Quiz! you will be asked multiple-
choice questions related to computer security…

0.71

… …
In this set of multiple choice questions, we will be 
testing your knowledge about computer security. 
Each question is followed by a list of options…

0.63

In this quiz, you will be presented with a series of 
questions related to computer security… 0.60

1
 :  ( )MPrompted LLM f 

 :  ( )
iM

Prompted LLM f 
…

Evaluation

Searched Prompts of Task 
1.##Computer Security Quiz Welcome to the…
2.Welcome to the multiple-choice quiz on…
3.##Multiple Choice Questions about Computer…

n. In this set of multiple choice questions, we will
be testing your knowledge about computer
security…

…

jD Refined Prompts of Task 
1.In this quiz, you will be presented with…
2.Please carefully read each question and…
3To successfully complete the quiz, please…

n. Read each question and its corresponding options
carefully. Choose the correct answer by selecting
the corresponding option…

…

jD

MOSS

…

u Step2 LLM-Oriented Selection

• Selecting the top k and the bottom k
prompts for each LLM, according to
their performances on existing
leadbords: 

• The optimal prompt is model-specific

• Establishing the foundation for search
prompts tailored to a specific LLM



Our PromISe framework: Overview
Ø PromISe: Prompt Introspective Search framework
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Step3. Introspective RefinementStep1. Extensive Search Step2. LLM-Oriented Selection

Seed Prompt

The following are multiple choice
questions (with answers) about
computer security.
<question>
<option>
<answer>

seed
jp

Analysis
(1). pros
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(3). refine advice
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Answer : C
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Search LLM
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Welcome to the multiple-choice quiz on computer 
security. In this quiz, you will be presented with a 
series of question related to computer security…

0.73

## Computer Security Quiz Welcome to the 
Computer Security Quiz! you will be asked multiple-
choice questions related to computer security…

0.71

… …
In this set of multiple choice questions, we will be 
testing your knowledge about computer security. 
Each question is followed by a list of options…

0.63

In this quiz, you will be presented with a series of 
questions related to computer security… 0.60

1
 :  ( )MPrompted LLM f 

 :  ( )
iM

Prompted LLM f 
…

Evaluation

Searched Prompts of Task 
1.##Computer Security Quiz Welcome to the…
2.Welcome to the multiple-choice quiz on…
3.##Multiple Choice Questions about Computer…

n. In this set of multiple choice questions, we will
be testing your knowledge about computer
security…

…

jD Refined Prompts of Task 
1.In this quiz, you will be presented with…
2.Please carefully read each question and…
3To successfully complete the quiz, please…

n. Read each question and its corresponding options
carefully. Choose the correct answer by selecting
the corresponding option…

…

jD

MOSS

…

u Step3 Introspective Refinement

• Introspecting the previous searched
prompts

• Iteratively exploiting the search
space

• The inherent characteristics of
prompts are analyzed explicitly

• The refinement advice is given
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Ø AGIEval[2]

n AGIEval incorporates bilingual tasks in both
Chinese and English. Our selection has
focused exclusively on multiple-choice
questions in AGIEval, comprising 16 tasks
and 4,951 questions

n Metrics: Acc

Benchmarks
Ø MMLU[1]

n MMLU encompasses a total of 57 distinct
tasks, featuring a total of 14,079 test
samples for evaluation. Each subject within
MMLU is represented by a minimum of
100 test examples

n Metrics: Acc

15
[1]Hendrycks et al. 2021. Measuring Massive Multitask Language Understanding. Proceedings of ICLR. 
[2]Zhong et al. 2023. AGIEval: A Human-Centric Benchmark for Evaluating Foundation Models. arXiv preprint arXiv:2304.06364. 

Ø Experimental Setup:
n Following the baseline method APE for fair comparison, we randomly extract 15% of the dataset 

for prompt introspective search and identify the best prompt 𝑝𝑖∗𝑗 for each LLM. 



Main Results
Ø Results on MMLU benchmark

Ø Results on AGIEval benchmark

16

Ø Search LLM: 
n gpt-3.5-turbo

Ø Prompted LLMs:
n Falcon 
n LLaMA
n LLaMA2
n Baichuan 
n MOSS

Ø Results:
n MMLU: 1.15%~4.02%
n AGIEval: 3.92%~7.46%



Ablation Study
Ø Impact of CoT Component (In Step 3)

n In Step 3 Introspective Search, LLMs with the integration of 
CoT reasoning achieve better performance gains than LLMs 
without CoT component.

n The larger the model parameters, the greater the performance 
benefit of CoT.

17

Ø Impact of Search Round (Step 2&3)
n The most significant improvements are observed during the 

initial two rounds. 
n As we incrementally increase the number of search rounds, the 

rate of improvement gradually diminishes.
n Search rounds = 2 in PromISe



Case Study: Task Characteristic
Ø The accuracy differences among prompts on different subjects found by PromISe on Baichuan

18

n Subjects with significantly improvements，which need conceptual understanding and reading comprehension
n MMLU: computer science, chemistry, politics, history.
n AGIEval:  gaokao-biology, gaokao-chinese, gaokao-English, politics, history and so on

n Subjects with less obvious improvements, which require higher levels of logical reasoning ability
n MMLU: philosophy, math, physics
n AGIEval: logiqa-en, sat-math, logiqa-zh, gaokao-mathqa, and sat-en-without-passage

MMLU (57 Subjects) AGIEval (16 Subjects)



Case Study: Prompt Characteristic
Ø Careful Consideration

n 91.23% of prompts emphasize on careful consideration
Ø Welcome Message

n 80.7% of prompts begin with a welcoming message
Ø Encouraging Tone

n 75.44% of prompts are delivered in a warm and encouraging 
tone

Ø Background Information
n 40.35% of prompts contain the inclusion of a background 

message account
Ø Specific Guidance

n 36.84% of prompts contain specific guidance on how to 
answer the questions, along with clarification that only one 
correct answer

19

Figure 3: The word cloud of optimizing prompts of 
AGIEval benchmark



Case Study: Prompt Case
ØPrompt Case

20

The optimizing prompt of different LLMs on computer security in MMLU
n Model: Baichuan-13b

n Manual Prompt: The following are multiple choice questions (with answers) about 
computer security.\n\n<question>\n<options>\nAnswer: <answer> 

n PromISe Prompt: Welcome to the computer security multiple-choice question section! In 
this section, you will find a series of questions related to computer security. Please choose the 
correct answer from the provided options for each question. Your objective is to select the 
option that best answers the given question.\n\n<question>\n<options>\nAnswer: <answer>

n Accuracy： 55.00 -> 67.00
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Ø To better release the capabilities of LLMs, we propose a novel framework PromISe,
first using prompt introspective search to find optimizing prompts tailored to each
LLM

Ø Extensive experiments on 73 tasks in two large-scale benchmarks demonstrate the
superiority of PromISe, resulting in substantial performance enhancements on 12
state-of-the-art LLMs

Ø We provide valuable insights into the optimal prompt design. Our systematic
evaluations aspire to provide a more profound understanding of the intricate interplay
between individuals and LLMs.

Conclusion

22



Ø Scalability and Efficiency: While PromISe has shown improvements, the process of
prompt optimization can be computationally expensive. Future work could focus on
developing more efficient algorithms

Ø Generalization Across Domains: The current framework has been tested on
established benchmarks. Further research could explore the generalizability of the
framework across different domains and languages, particularly those with less
available training data

Ø Integration with Other NLP Tasks: The framework could potentially be extended
to other natural language processing tasks, such as summarization, translation, and
dialogue systems

Future Direction 

23
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Thanks for Your Attention !

https://github.com/MozerWang/promISe


