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Background

SemEval-2016 Task 6: Detecting Stance in Tweets (Mohammad et al., SemEval 2016)

What is Stance Detection?

Stance detection is a natural language processing (NLP) task that 
automatically identifies the stance towards a specific target in a given text.

Are you actually trying, as president of the 
U.S., to start a war??!! 
#VoteBlueToSaveAmerica2020 #Biden

Joe Biden
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Short and Intricate

Additonal domain expertise

Social media



Previous Work

Wisdom of crowds

Liang et al., Wang et al., have attempted to solve reasoning tasks with multi-agent 
debate and multi-persona self-collaboration.

Wang etal Propose Multi-agents collabarationLiang etal Propose Multi-agents debate



Previous Work

Wisdom of crowds

Liang et al., Wang et al., have attempted to solve reasoning tasks with multi-agent 
debate and multi-persona self-collaboration.

However, their designed agents are generally pre-defined or automatically generated by LLMs, which 

either require strong prior knowledge or need to be further improved for stance detection tasks. 

Obviously, pre-defined agents are fixed, thus it is difficult to adapt to different contexts in social media. 

Moreover, fully generated agents by LLMs may not be suitable due to the intricate contextualized 
information, especially in specific domains.



Our Method

Method

Fully generated agents by LLMs may not be suitable due to the intricate contextualized 

information, especially in specific domains.
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Experiments

⚫ Main Results⚫ Datasets

⚫ Baseline
• Few-Shot
• Manual-CoT
• StSQA

• Auto-CoT
• ExpertPrompt
• SPP



Analysis

⚫ Comparing with fixed experts ⚫ Impact of filtering strategies

accuracy (Top) and frequency (Bottom)



Analysis

⚫ Impact of (a) demonstrations, (b) retrieved experts, and (c) discussion turns during 

reasoning



Analysis

⚫ To investigate the effect of “experts”, we compare self-consistency reasoning and two 

variants of our proposed DEEM. 



Thanks!

Xiaolong Wang
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