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Discriminative Recommendation

* Huge number of items on

recommendation platforms — B ; “l{ TIEFEL ’“J
, , ; [IIIIZ]IZIIZJEIEJ--] : Lo
* Computationally expensive score |~ R [@ @123“@ ‘}
calculation for each item (q) (e os
* Multi-stage filtering to narrow | = E
down candidates N 0
 Simple methods at early stage * E |
 Complex models at final stage § '“ 7] L :
* Gap between academic research ; i : o
and industrial applications Foemsneen e t el



Large Language Models (LLM)

* All tasks formulated as a sequence-to-sequence problem
* Use previous tokens to predict the next token

19:19 HHH A " . : "
translate English to German: That is good.
ﬂ’ LEI
language can express various concepts "cola sentence: The "Das ist gut."]
and..... please complete the sentence course is jumping well."
@ "not acceptable” ]
Language can express various concepts stsb sentencel: The rhino grazed
and facilitate effective communication on the grass. sentence2: A rhino
between individuals. It allows us to convey is grazing in a field."

thoughts, emotions, ideas, and

information, fostering understanding and

connection among people. Additionally, "summarize: state authorities "six people hospitalized after
language serves as a medium for creative dispatched emergency crews tuesday to a storm in attala county.”
expression, enabling the sharing of survey the damage after an onslaught

stories, poetry, and art. of severe weather in mississippi.."

ChatGPT [1] T5 [2]

[1] https://openai.com/chatgpt
[2] Raffel, Colin, et al. "Exploring the limits of transfer learning with a unified text-to-text transformer." JMLR’20.



https://openai.com/blog/chatgpt

Generative Recommendation

e Simplify recommendation
process to one stage

* Directly generate items for
recommendation

* Implicitly enumerate all items

* Use finite tokens to represent
infinite items
* # tokens = 1000
* ID length = 10 tokens
 #items = 1000%° = 1030

Generative
Recommendation B g
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Generalized Definition of ID

* An ID in recommender systems is a sequence of tokens that can
uniquely identify an entity, such as a user or an item.

* An embedding ID (special case)

* A sequence of numerical tokens
¢ <jitem><_><73><91> [1]

* A sequence of word tokens

* Anitem title
* The Lord of the Rings

* A description of the item [1] Geng, Shijie, et al. "Recommendation as

e A news article language processing (rlp): A unified pretrain,
personalized prompt & predict paradigm
(p5)." RecSys’'22.

[2] Hua, Wenyue, et al. “How to index item ids
for recommendation foundation

models.” SIGIR-AP’23.

* A sequence of meaningless words
* Ring epic journey fellowship adventure [2]



ID Representation in LLM-based
Recommendation

* Token sequences as IDs are utilized by a growing number of works

* It is quite common to consider user and item metadata as IDs

* Embedding IDs are rarely used

Iltem ID User ID Related Work

Token Sequence Token Sequence P5 (Geng et al., 2022c), UP5 (Hua et al., 2024), VIP5 (Geng et al., 2023), OpenP5 (Xu et al., 2023b), POD (Li et al., 2023b), GPTRec (Petrov and

(e.g., 56 78”) Macdonald, 2023), TransRec (Lin et al., 2023b), LC-Rec (Zheng et al., 2023), (Hua et al., 2023b)

ltem Title (e.g., Interaction  History LMRecSys (Zhang et al., 2021), GenRec (Ji et al., 2024), TALLRec (Bao et al., 2023b), NIR (Wang and Lim, 2023), PALR (Yang et al., 2023), BookGPT

“Dune”) (e.g., ["‘Dune”, “Her”, (Li et al., 2023g), PBNR (Li et al., 2023e), ReLLa (Lin et al., 2024), BIGRec (Bao et al., 2023a), TransRec (Lin et al., 2023b), LLaRa (Liao et al., 2023),
=) Llama4Rec (Luo et al., 2024), Logic-Scaffolding (Rahdari et al., 2024), (Dai et al., 2023; Liu et al., 2023a; Hou et al., 2024; Li et al., 2023f; Zhang et al.,

2023c; Wang et al., 2023c; Lin and Zhang, 2023; Di Palma et al., 2023; Li et al., 2023d)

Item Title Metadata (e.g., age) InteRecAgent (Huang et al., 2023), (Zhang et al., 2023b; He et al., 2023)

Metadata Metadata M6-Rec (Cui et al., 2022), LLMRec (Liu et al., 2023b), RecMind (Wang et al., 2023d), TransRec (Lin et al., 2023b), (Wu et al., 2024)

Embedding ID Embedding ID PEPLER (Li et al., 2023a)




Problems with Existing IDs

 Metadata-based IDs

* Long IDs
* Computationally expensive to conduct generation
 Difficult to find an exact match in database

e Short IDs

 Difficult to distinguish two items
* Apple fruit vs. Apple company

* Embedding IDs
* Not compatible with LLM as OOV tokens
* Cost a lot of memory to store

10



LLM-compatible IDs

e Retain collaborative information of IDs in LLM environment
* User-user
* [tem-item
* User-item

* Short and exact representations of IDs
 Similar users/items share more tokens while the remaining tokens are used to

distinguish them
HEEE
]

An illustration of two ID sequences

11



Spectral Clustering

* Compose an item ID with nodes on a hierarchical tree
e Construct an item graph with co-occurring frequency of two items
* Recursively group similar items into the same cluster

» Construct a hierarchical tree

PN - AN AN AN AN

- AN NIV
o NV >

AN

Image creditto[1] ~ <2<l&E<ie<0 <>

3
Level 4

[1] Hua, Wenyue, et al. “How to index item ids for recommendation foundation models.” SIGIR-AP’23.



Singular Value Decomposition

e Acquire an item’s ID tokens from its latent factors

i Iltem Embeddings
Items User Embeddings Largest Singular T
Tl T ols Eigenvalues
ojojolopumoloim 13 | -02 | 09 T 00
N |ofltfololofi]o]o ) [P 0.5 0.5 0.4
S - - - 0.1 01 | -04
Q@O |ojojojr]ojo]o]o Step 1 0.9 0.9 0.0 25 0 0
0.0 0.0 0.0
g ojojofojajojifo -| Truncated |--- 00 | 00 | 00 X 0 22 0 X I T
clomml ojlolmmC]o® SVD 07 | -07 | 00 0 0 1.4 : 2 | o
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0 0 0 0 1 0 0 il 0:5 0.7 -0.9
0.3 -0.2 0.4
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User-Item interactions
matrix L Leeeeeeeeee Step 2

oomoa—nmm‘
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Quantised

Iltem Embeddings

Normalise, add noise

and quantise

Step 3

Offset i-th column

by v*(i-1)

wlw|lofjw|asls]oalon
~ © (=] (=] ~ (=] © ©

Image credit to [1]

Tokenised
ltems

[1] Petrov, Aleksandr V., and Craig Macdonald. “Generative Sequential Recommendation with GPTRec.” SIGIR’23

Workshop.
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Residual-Quantized Variational AutoEncoder

* Obtain item embedding with its description and pass it through
RQVAE’s encoder
* Find the nearest embedding to residual vector and keep its index at

each step

[1] Rajput, Shashank, et al.

Residual Quantization
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Image credit to [1]
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How to Do Generative Recommendation

* Top-N recommendation and sequential recommendation are popular

» Key steps to conduct generation for each task

* Prompt construction
* |ID filling

* Auto-regressive generation

Rating  Predic- Top-N Recommendation Sequential Recommendation Explainable Recom- Review Review Sum- Conversational

tion mendation Generation marization Recommendation
P5 (Geng et al., P5 (Geng et al., 2022c), UP5 (Hua P5 (Geng et al., 2022c), UP5 (Hua et al., P5 (Geng et al, - P5 (Geng M6-Rec (Cui et al.,
2022c), BookGPT et al., 2024), VIP5 (Geng et al, 2024), VIP5 (Geng et al., 2023), OpenP5 2022c), VIP5 (Geng et al., 2022c), 2022), RecLLM
(Li et al., 2023g), 2023), OpenP5 (Xu et al., 2023b), (Xu et al., 2023b), POD (Li et al., 2023b), et al., 2023), POD LLMRec (Liu (Friedman et al.,
LLMRec (Liu POD (Li et al., 2023b), GPTRec GenRec (Ji et al., 2024), GPTRec (Petrov (Li et al., 2023b), PE- et al., 2023b), 2023), InteRecA-
et al, 2023b), (Petrov and Macdonald, 2023), LLM- and Macdonald, 2023), LMRecSys (Zhang PLER (Li et al., 2023a), RecMind gent (Huang et al.,
RecMind (Wang Rec (Liu et al.,, 2023b), RecMind et al., 2021), PALR (Yang et al., 2023), M6-Rec (Cui et al, (Wang et al., 2023), PECRS
et al, 2023d), (Wang et al., 2023d), NIR (Wang and LLMRec (Liu et al., 2023b), RecMind 2022), LLMRec (Liu 2023d), (Liu (Ravaut et al.,
Llama4Rec (Luo Lim, 2023), Llama4Rec (Luo et al., (Wang et al., 2023d), BIGRec (Bao et al., et al., 2023b), RecMind et al., 2023a) 2024), (Wang et al.,

et al., 2024), (Liu
et al., 2023a; Dai
et al.,, 2023; Li
et al., 2023d)

2024), (Zhang et al., 2023b,c; Liu
et al., 2023a; Li et al., 2023f; Dai
et al., 2023; Di Palma et al., 2023;
Carraro and Bridge, 2024)

2023a), TransRec (Lin et al., 2023b), LC-
Rec (Zheng et al., 2023), LLaRa (Liao et al.,
2023), (Hua et al., 2023b; Liu et al., 2023a;
Hou et al., 2024; Zhang et al., 2023c)

(Wang et al.,, 2023d),
Logic-Scaffolding (Rah-
dari et al., 2024), (Liu
et al., 2023a)

2023c; Lin and
Zhang, 2023; He
et al., 2023)

16



Rating Prediction

* Given a user and an item, estimate a score that the user would give
the item

* Many studies are based on ChatGPT
* An overall assessment of the target item can be useful

* Predicting a user’s rating is less practical
 Difficulty in collecting explicit feedback

How would user 1234
- LLM

rate item_5678? 4.12

17



Top-N Recommendation

e Recommend N items that a user never interacted with

» Easier to collect implicit feedback Top(u, 1) := arg maxﬁ\éz/zu Pissh
* Clicking and purchasing

* Due to LLM’s context length limit, many works provide a candidate list
* Atesting item and sampled negative items

* LLM with beam search can produce N different item IDs

Select one item as recommendation
for user_1234 from the following candidates: LLM 9312
item 6783, ..., item_9312, item 2834

18



Sequential Recommendation

* Given a user’s interaction history, predict the next item that the user
will interact with

e Step further than top-N recommendation by considering interaction order

* Generating “Yes” or “no” for recommendation is discriminative
* LLM need to do this for every item

Historical Sequence I. Like " Dislike

Bl T -1
Given user_1234’s interaction history
item 3456, ..., item_4567, item_5678, predict LLM 6789 . Ccomrand
the next item that the user will click 2 .D g or'p

Image credit to [1]

[1] Bao, Keqin, et al. "Tallrec: An effective and efficient tuning framework to align large language model with

19
recommendation.”" RecSys’23.



Explainable Recommendation  sumremem

Speciality |, Your Preference
= 1:P:(iecsken i:i i‘; i”:‘i U ;,
* Various ways to explain a recommendation mm—  oan  OOGOG | |
— cheese Rt bad bas
e Explicit item features [1] . .
Image credit to [1] Image credit to [2]

 Visual highlights [2]
* In the context of LLM, generate a sentence to explain why an item is
recommended to a user
* Provide item features in the prompt to guide the generation
e Acting or plot

Explain to user_1234 why LLM The movie is top-notch

item_ 5678 is recommended

[1] He, Xiangnan, et al. “Trirank: Review-aware explainable recommendation by modeling aspects.” CIKM’15.
[2] Chen, Xu, et al. "Personalized fashion recommendation with visual explanations based on multimodal attention

network: Towards visually explainable recommendation.” SIGIR’19.



Review Generation

* An automatic tool that can draft reviews would make it easier and
more efficient for users to leave a comment

* The data would facilitate the development of recommendation
research

* Explainable recommendation
* Conversational recommendation

* Unexplored with LLM on this problem
* Too similar to explanation generation

Generate a review for
LLM

user 1234 about item_5678 The hotel is located in ...

21



Review Summarization

* A concise review summary could help users quickly know an item’s
pros and cons

 Many methods target how to summarize a user’s own review
* Unnecessary because the user knows about the target item

* More meaningful to conduct multi-review summarization that
summarizes different users’ opinions on the same item

Please summarize the following
review that user_1234 wrote for LLM great location
item _5678: the hotel is located in ...

22



Conversational Recommendation

* Engage users in a dialogue to refine preferences and suggest items
* Advantage: users can freely state their preferences in natural language

* The community has not reached a consensus on how to formulate the
task

* Labels are usually adopted to mark the speaker of an utterance

USER: | like action movie.

SYSTEM: How about Mission Impossible?

USER: | have watched it before. LLM
SYSTEM:. .

What about Heart of Stone?

23




Evaluation Protocols

e Recommendation tasks

e Offline metrics
* RMSE and MAE for rating prediction
* NDCG, precision and recall for top-N recommendation and sequential recommendation

* Online A/B tests

e Generation tasks

e Automatic evaluation
* BLEU and ROUGE for text similarity
* Problematic to over-emphasize the matching with annotated data [1]
* More advanced metrics are needed
* Human evaluation
* Limited number of participants

[1] Wang, Xiaolei, et al. “Rethinking the evaluation for conversational recommendation in the era of large language
models.” EMNLP’23.

24
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LLM-based Agents for Simulation

e User behavior simulators for
recommendation algorithms [1]

* Address data-scarcity problem = {T’*’;:': JE e
* Paradox Spidr—verse GelE) = ol P et

« Useless if the simulator cannot T [ (e . W
precisely simulate a user’s - el 58 secommen vt
preference e

 Recommendation algorithms | s T sronanma
not needed if the simulator g 2 [
perfectly simulates a user’s o
preference

Image credit to [1]

26

[1] Zhang, An, et al. "On generative agents in recommendation." arXiv’23.



LLM-based Agents for Trip Recommendation

Instruction Prompt LLM
Write a travel report for a trip to You are a planner who is an expert at coming up with a todo list for a given objective.
?hmf‘v ‘“Cl“d‘_“g x_'ecommendahons For each task, utilize one of the provided tools only when needed.
o S.'ghts’ activities, a"fi local Ensure the list is as short as possible, and tasks in it are relevant, effective and short.
cuisine, as well as practical ) detilled 66235 I hi — 3 \ f 3 T —
information for travelers, such as Develop a detailed to-do list to achieve the objective: Write a travel report for a trip to China, including
recommendations for sights, activities, and local cuisine, as well as practical information for travelers, such as how

. how to stay safe and healthy and
C a I l C a O O S S a n e X p e r how to navigate the country. to stay safe and healthy and how to navigate the country. L . T5

Provided tools:

Domain Expert Models Search: Ideal for answering questions related to current events or gathering information. A\
/ 3 Image Captioning: Add informative captions to a photo.

A O + D + Machine Translation: useful when you need to translate the original language into English. m
h\/ Y Google Places: Useful for when you need to validate or discover addresses from ambiguous text.

J |

\

* Trip recommender system can cater —

-
T .
~ Below are some tips to help you stay safe

’ . . . . w
1) Research safety tips & precautions while e ) f
to a user’s personalized needs tavelinginChina (e searc). T e

|, China, officially the People's Republic of
China, is a country in East Asia...

.
[ J D t 2) Gather info on recommended sightseeing
u ra I O n spots & popular attractions in China (search). Search Best Time to Travel to China While the

= : best time to travel weather-wise is
; > M between May and June or September and

[ J B u d g e t 3) Lookup best time to visit China based on o) October, you are also likely to find
weather conditions (search). 3 s crowds and delays during these periods.
+ Attracti = e

ra C I O n S 4) Find out about Chinese culture & customs - LE I

(image captioning).

* T h e n d ra ft a n iti n e ra ry by I O O ki n g u p 5) Learn basic phrases in Mandarin that will _/ : \ ﬁ — \——

= The forbidden city,
Beijing

be helpful during your journey (machine Hello IR
translation). e Good morning =) By

real-time information Trwa | | e

6) Plan meals/restaurants based on local
cuisines available in different regions of China———— Y T |

These eight culinary cuisines are Anhui,

L] — Iy .
o O h le pl. . SR e LA R Cantonese, Fujian, Hunan, Jiangsu,
e n I n O u rs (eaoee places) . g Shandong, Szechuan and Zhejiang.

Googlé Places A step-by-step guide to creating a travel

7) Create a budget plan for expenses like budget that works no matter where

. . B —— g
i Tra n S p O rta t I O n t I m e transportation, accommodation etc. {search). B = [ you're going and for how long! Plan your

travel better & enjoy your holidays!

z) :TePl“r e flece;lssary documents f‘eqlflred E Get Required Documents Make two
efore ea\;:ng ome (passport, visa, insurance = copies of all your travel documents in
etc.)(search). S case of emergency.
-

. 27
[1] Ge, Yingqgiang, et al. "Openagi: When [Im meets domain experts." NeurlPS’24. Image credit to [1]



LLM-based Agents for In-vehicle

Recommendation
* Vehicles equipped with * Before a trip
intelligent recommender systems ) F"”t'”.g .
, _ * In-vehicle settings
might change how people live . Seat adjustment
just as how smart phones did e During a trip

e Qut-of-vehicle services
* Gas/charging stations
* Restaurants

* |nfotainment
* News

* Re-planning
e After a trip

* Control of connected devices
e Air conditioner at home

[1] Luettin, Juergen, et al. “Future of in-vehicle recommendation systems @ Bosch." RecSys’19.

28



Context (human-written): In a shocking finding, scientist discovered a herd of unicorns living
in a remote, previously unexplored valley, in the Andes Mountains. Even more surprising to the

H a | I u C i n a t i O n researchers was the fact that the unicorns spoke perfect English. Image credit to [1]

GPT-2: The scientist named the

opulation, after their distinctive horn, Ovid’s Unicorn. These

four-horned, silver-white unicorns

were previously unknown to science.

* Hallucinated recommendations may cause severe losses for users

* Drug recommendation
* Medical treatment recommendation
* Financial investment recommendation

! material higher up the pyramid. ( ) i
° ® e rems ) o
e Possible solut A% 1
OSSiIple solutions  Query and docoment ¥ /
! [CLS] The [MASK] at the top of the pyramid 3
E[SEP] The pyramidion on top allows for less

* Meticulously designed IDs [2]

5

vel 2

. Augmented retrieval [3] . ... /\\// /\ //\\\/\ ------------------------ —

.

; Unlabeled text, from pre-training corpus (') -,
E The [MASK] at the top of the pyramid ()

Jeie retrieve l .
knowledge |- ---- Neural Knowledge Retriever ~ pg(z|:c)]
corpus (Z)

- Retrieved document*--------------------;
1 The py ramidion on top allows for le

material higher up the pyramid. (r.z)

End-to-end backpropagation
_._._._._._._._._._._._._._._._._._._._)

[Knowledge—Augmented Encoder ~ py(y|z, z)]

-3 // N D
/ \\ / \\. // \ | DAK) = prosasatn o) |

2148160 21412

Image credit to [2] Image credit to [3]

[1] Radford, Alec, et al. "Language models are unsupervised multitask learners." OpenAl blog (2019).

[2] Hua, Wenyue, et al. “How to index item ids for recommendation foundation models.” SIGIR-AP’23.

29

[3] Guu, Kelvin, et al. "Retrieval augmented language model pre-training." ICML 20.



Content Bias

* Machine-generated explanations for male users are longer than those
for female users in game domain

* Training data are adapted from user reviews of games

Ground-truth explanation PETER Generated explanation
34 -
110
i = N = 2
- -
e e
@ 1] g
() Y 8
o o
%
2%
2. z
24
70 1 2
male female male female
Gender Gender

Image credit to [1]

[1] Wang, Nan, et al. "COFFEE: Counterfactual Fairness for Personalized Text Generation in Explainable .
Recommendation." EMNLP’23.



Recommendation Bias

* Music recommendations made by
ChatGPT for people with different
demographic attributes are
dissimilar [1]

* Could also be a type of
personalization

* More work can be done from the
perspective of fairness definition
and bias mitigation

 What is the boundary between bias
and personalization?

[1] Zhang, Jizhi, et al. “Is chatgpt fair for recommendation? evaluating fairness in large language model

recommendation.”" RecSys’23.

Neutral

I am a fan of Adele. Please
provide me with a list of 20
song titles in order of
preference that you think |
might like. Please do not
provide any additional
information about the
songs, such as artist, genre,
or release date.

AN

User .

Sensitive Attribute 1
| am a white fan of Adele. Please F

provide me with ......

User
1. Someone Like You
/% 2. Rolling in the Deep
ReclLM 3. Set Fire to the Rain
4. Hello
. Sinfflar 5. When We Were Young

/% 2. Rolling in the Deep i
3. Set Fire to the Rain I
RecLLM

4. Hello

6. All | Ask
7. Skyfall
8. Rumour Has It

1. Someone Like You

5. When We Were Young

9. Chasing Pavements

I Dissimilar! | 1. Love on Top

" % 4.1 Wanna Dance with Somebody
/|

I RecltM | o

I am an African American fan of .
[

Adele. Please provide me with ...... User

s .1 | 2. 1 Will Always Love You
Unfair! 3. Ain't No Mountain High Enough

5. Purple Rain

Image credit to [1]
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Transparency and Explainability

* Generate natural language explanations for recommended items

* Largely explored

* Explain the internal working mechanism of LLM
* Possible solution: align LLM with an explicit knowledge base

g Knowledge Graph @ % ; S(u, Z}) Training Seq; (b) (]5( )M del [<r1>] [<eiz] [<r2>] [<e2>] [<r3>| [<vi>] [<E0s> (C)
¥ : : t t t t t t t

r2 r3 b r r2 r3 |

1 '8 @ @ @ Autoregressive Path Language Model
4 r L rl r2 3
W L @ete e
~ o ! t t t t t t t
r9 J !'| *Augmentation for similar semantics i !
O Dot | e, ) (95) R (o2) R () )
r B T v ;
__— i r4 r9 o + |
7N\ @ rs r4\( ¥ @) ©) !\ Position Emb. [ <p1> g <p3>] [< p4 >] p5 | p6 > | p7 ;
3 " i + + .
r4 r6 r3 ' '
‘ M o @ @ ’ @ ! Type Emb t1 t2 t1 t2 t1> t2 t1
""""""""""""""" . [ ko, oy (d)
o @ Sequence @ ¥ ¥ PLM-R = @
* Construction () ‘@ Trainin, g PLM-R Path Generation atively | L Recommendation
" mm— ‘s O() —— T d codingy -
g S(u, U) @ test user | E xL @ ;:enmk ldt

Image credit to [1]

[1] Geng, Shijie, et al. “Path language modeling over knowledge graphs for explainable recommendation." WWW’22.
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Controllability

* The lack of controllability may make LLM generate inappropriate

content
* Harassing content
° P : Rating | Feature ‘ Explanation
M 15| nfo rmation 4 The rooms are spacious and the bath-
. room has a large tub.
¢ Contr0| the featu re Of dn explanatlon [1] bathroom ThebathroomgvaZIargeandhadasep-
3.90 arate shower.
* Control the feature of a recommended item b | Toehoonihadasspersieahioyesand
° P r-i ce rooms | The rooms are large and comfortable.
* Color Image credit to [1]
* Brand

[1] Li, Lei, Yongfeng Zhang, and Li Chen. "Generate neural template explanations for recommendation." CIKM’20.



Inference Efficiency

* Recommender systems are latency-sensitive but LLM contain a huge
amount of parameters
* Pre-compute the first few layers of LLM and cache the results [1]

Prompt Distillation

 Remove prompt template [2] / \

* Much room to improve LLM’s inference efficiency

user_1234 about item_5678

bidirectional
p0 =0 py= 11335 833 8838 838 8 Can you help generate an
] ; 000 000 000 000 0 explanation for user_1234
|Softmax Layer| option 1 oph:mz | 000 000 000 000 O » <P1> <P1> p -
000 000 000 000 0% Trainin about the product.
—\ |ooo 0oo 660 066 6|8 g item_5678
000 000 000 000 Ofo =
( Transformer}.ayerLofMG ) 888 888 888 888 B gg’
( Transformer Layer L' 4+ 1 of M6 ]«DDD 000 000 ooo o|2
i i i T i i i i I i i i T 000 000 000 000 O
{TEmb of Segment 0 ji + Emb of Segment 1 1 + Emb of Segment 2 1 + Emb of Segment 3 11 +oeg. 4] 000 OO0 000 OO0 O Help user 1234 senerate an
. 000 000 000 000 O <P1> <P1> P o5 .g
Image credit to [1] bidirectional _ autoregressive explanation for item_5678
000 000 000 000 O
2on S88 BES B3I 8
7
( Transformer'L“ayerL of M6 ) 888 888 888 888 8 g
[ Transformer Layer 2 of M6 ]._DDD 000 000 000 0% .
( Transformer Layer 1 of M6 )| |ooo ooo ooo ooo ofF Image credit to [2]
000 000 000 000 g2
il T T I=1‘ T T " I T | R | T 1“ I ,|000C OO0 000 000 B (2
i+l:ﬁmb of'Posltc?3 H +§mbof'Pos4ttl)6 i +§mb0f'Pos4t<?6 i +EmboflPosAt?6 =5+P(Ix543 000 000 000 000 o2
.lwonullloptionlloptionlll! buy [shoes] , ][ buy [shirts] , || will_] buy |pants’|| [€os] | 888 888 888 888 8
; § i i i 000 000 000 000 O .
Trainable Embeddings History Behaviors Candidate Item to Rank > Inference <P1> <P1> user_1234 item_5678

[1] Cui, Zeyu, et al. "M6-rec: Generative pretrained language models are open-ended recommender systems." arXiv’22.34
[2] Li, Lei, et al. "Prompt Distillation for Efficient LLM-based Recommendation." CIKM’23.



* Data of other modalities can also be
represented as a sequence of tokens
e Suno [1] for audio generation
* SORA [2] for video generation
* DALL-E [3] for image generation
* Visual explanation [4]
* Product design [5]

* Create new items when existing items

do not match users’ interests

[1] https://suno.com/
[2] https://openai.com/sora
[3] Ramesh, Aditya, et al. "Zero-shot text-to-image generation." ICML 21.

Inputs: Inputs:
User A, Item 1, Feat. word: floors User B, Item 2, Feat. word: seat

Outputs: Outputs:

Image credit to [4]

4.15

we were seated

Multimodal Recommendation @it St

User’s Past Behaviors

Fal TAEF 2K B T ISR Atk PR T AR
(clicked product of category flowers and plants named Stephanotis
floribunda, potted plants, evergreen, absorbing formaldelhyde)

A THEwSKRE FTRILATER FT BY L™
(clicked product of category seasonings named Jiangxi dry
fermented soybeans, handmade, black soybeans, Jiujiang specialiry)

AETRBEETHRETEN #khik #E 78
(clicked product of category food named Longwang soya milk,
powdered drink mixes, soya bean, breakfast)

Next Behavior to Predict

At T BRI E R

(clicked product of category clothing named )

Fill in the Blank
,

Prediction Result

housewife, summer clothing, chiffon, mid-length dresses, short sleeves)

(clicked product of category clothing named dress, middle-age

Image credit to [5]

[4] Geng, Shijie, et al. "Improving personalized explanation generation through visualization." ACL'22.

[5] Cui, Zeyu, et al. "M6-rec: Generative pretrained language models are open-ended recommender systems." arXiv’ 22.”

fefl
B |
/
Text-to-Image Synthesi

Rl T IRA2E B T B AR AR LY B Tgy R Sl o



https://suno.com/
https://openai.com/sora

Cold-start Recommendation

e Recommender systems may fail to make recommendations for new
users or items
* Limited or no interactions

e Users’ preferences and items’ attributes can be represented in natural
language

* LLM learned world knowledge during pre-training

* Perform recommendation even not fine-tuned on recommendation-specific
data

New User New Ttem <
"-" c —> Application €—— 4 D
1) .

- c =

2

\-'

No History Data
For Recommendation Image credit to [1] 3

[1] https://zhuanlan.zhihu.com/p/376798647



https://zhuanlan.zhihu.com/p/376798647

Conclusion

* Elaborated on the advantages of LLM-based generative
recommendation
* Generalized ID’s definition
 Summarized ID creation methods

* Provided general formulation for each generative recommendation
task and reviewed the progress

* Acknowledged challenges that are worth exploration

e Research in line with the trend of Al
* Discriminative Al -> generative Al



Q&A

Thank you!

csleili@comp.hkbu.edu.hk



