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Extracting Plot Summaries
from Wikipedia

Experiment: Entity Matching
Observation: All similarity models heavily focuses
on entities!

We approach this by anonymizing entities in texts,
using a coreference model, NER and rule-based
replacements.Motivation

• What constitutes similar stories?

• Narrative similarity is not solvable with today’s
models

• Summaries as a surrogate for longer texts

P@1 retrieval scores on our dataset and the one by Chaturvedi et al. (2018). We sub-sample
our dataset to replicate their distribution.

Multiple Summaries for “Day of the Dead”

Result:P@1 retrieval scores are severely affected by
anonymization.

Dataset Statistics
• Number of works: 29,505 — of that:

• Movies: 25,860

• Books: 3644

• Number of unique summaries: 96,831

Github:

How do we get multiple
summaries?
• Starting from Wikidata -> metadata

• Consider multiple Wikipedia language version

• (Optionally) Translate all summaries to English
using a model by NLLB-Team (2022)


