
Self-Explanation Prompting Improves Dialogue Understanding in 
Large Language Models



Context:

Question: How many total meters does he run a week?

Context:

…

USER:I'd like to know what's available as cheap Asian Oriental food. 

SYSTEM:The TR1992 leaves at 21:35. would that work for you? 
USER:Yes, please book 5 seats for me.

SYSTEM:You must try dojo noodle bar in the centre of town! 
USER:I need to get the address please. 

Reasoning task

Question:
When does the user need train to arrive?
How many train tickets needed by the user for the train?
What the cuisine that the user explicitly requested of the restaurant?
What the name that the user explicitly requested of the restaurant?
Which day that the user explicitly requested of the restaurant booking?

Task-oriented Dialogue task

James decides to run 3 sprints 3 times a week. 
He runs 60 meters each sprint. 1. Introduction

Figure 1: The input examples for the reasoning task and the task-oriented dialogue are 
structured into two components: Context and Question.



2. Method

2.In the system's response, it provides information about the train 
schedule but doesn't make any explicit requests or provide any new 
information about the user's preferences.
3.In the user's next utterance, they specify that they want to go to 
Birmingham New Street on Thursday and that they want to leave after 
13:45. This is an update to their previous request, where they had only 
specified that they wanted to depart from Cambridge after 13:15.

Explanation of the utterances:
1.The user initiates the conversation and expresses their intention to 
book a train departing from Cambridge after 13:15

Based on the above dialogue, here is the dialogue state:
{"train-departure": "Cambridge",  "train-leaveat": "after 
13:15",  "train-destination": "Birmingham New Street", 
"train-day": "Thursday", "train-arriveby": "after 13:45"}

Please output the dialogue state of above dialogue 
between an user and a system 

Here is a dialogue between an user and a system: 

USER:I'd like to go to Birmingham New Street on

Based on the above explanation, here is the dialogue state:
{"train-departure": "Cambridge”, "train-day": "Thursday", 
"train-leaveat" : "after 13:45”, "train-destination": 
"Birmingham New Street"}

Large Language 
Models

Large Language 
Models

USER:Hello, I am looking to book a train that will be
departing Cambridge after 13:15.

SYSTEM:The first train leaves at 15:00 and they run
every 51 minutes.

Thursday and leave after 13:45. Do you 
have anything that would work for me?

Here is a dialogue between an user and a system 
USER:Hello, I am looking to book a train that will be

departing Cambridge after 13:15.
SYSTEM:The first train leaves at 15:00 and they run

every 51 minutes.

Thursday and leave after 13:45. Do you have 
anything that would work for me?

USER:I'd like to go to Birmingham New Street on

Let‘s first analysis the conversation utterance by 
utterance, give every utterance an explanation. 
Then output the dialogue state of above dialogue
based on your explanation to every utterance.

Please output the dialogue state of above 
dialogue between an user and a system 



Explanation of the utterances:
1.The user initiates the conversation and expresses their intention
to book a train departing from Cambridge after 13:15

Based on the above explanation, here is the dialogue state:
{"train-departure": "Cambridge", "train-leaveat" : "after 13:45",
"train-destination": "Birmingham New Street", "train-day":
"Thursday"}

Here is a dialogue between an user and a system 
USER:

Let’s first analysis the conversation utterance by utterance, give
every utterance an explanation. Then output the dialogue state of
above dialogue based on your explanation to every utterance.

Hello, I am looking to book a train that will be departing
Cambridge after 13:15.

…

Please output the dialogue state of above dialogue between an 
user and a system.

…
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2. Method

(1)

(2)

(3)

Generate answer based on context and question:

Generate intermediate steps based on context and 
question before answering:

Answer according to context and question and 
intermediate steps :



3. Experiments
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