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Background

• Multilingual Generation represents a significant research area within the domain of 
natural language generation, focusing on the automated production of coherent text 
derived from sources in multiple languages. 

• We specifically focuses on multilingual summarization due to its extensive research and 
practical significance in natural language generation. 



Movitation

Challenge: The imbalance in multilingual data poses significant challenges for multilingual 
generation.

The generation process is influenced by various factors. These factors contribute to 
problems such as catastrophic forgetting and spurious correlation.

• The modeling methods 

• The language families 

• The annotated data 

There is a notable absence of research focusing on automatic metrics for evaluating code-
mixing phenomena, which complicates efforts to quantify and assess such occurrences.

The absence of comprehensive studies and standardized benchmarks presents challenges 
in determining the most effective methods for specific languages. 
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Fine-tuning a PLM with supervised training dataset has 
achieved strong performance on many benchmarks. 

Mmost fine-tuning strategies rely on supervised data, 
thereby l imit ing their effectiveness in low-resource 
scenarios. 

This strategy is more suitable for scenarios with adequate 
and balanced data. 
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Mulilingual Generation

The fine-tuning method necessitates balanced representation 
of each language in the training data. 

• Costly and Inefficient

 Introduce external parameters to the PLM model, such as 
Adapter and Prefix, which append specific parameters to the 
existing pre-trained model for each language. 

This approach enables the utilization of a small amount of data 
to train these new parameters while keeping the PLM 
parameters frozen, thereby effectively enhancing performance 
in low-resource scenarios. 



Methods

Mulilingual Generation

More intricate training strategies to optimize the model 
parameters based on the pre-trained model.

These methods concentrate on diverse constraint strategies 
for a PLM without introducing additional parameter overhead, 
while achieving competitive performance. 

This method can yield more effective constraints based on the 
data distribution, enabling the model to optimize parameters in 
the target direction and explore new optimization spaces.



Experiments

Dataset

• WikiLingua and MLSUM

Table 1: Data statistics of WikiLingua and MLSUM. For the fairness of experiment, 
we chose the same six languages for the two datasets.
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Experimental Results --- Low-resource scenarios 



Experiments

Experimental Results --- Zero-shot scenarios 
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Challenges and Future Directions

Evaluation.

Existing automatic evaluation metrics predominantly cater to monolingual tasks, potentially 
lacking suitability for multilingual generation. 

Dataset.

Creating high-quality datasets is resource-intensive and time-consuming. Furthermore, 
certain minority languages face a scarcity of annotators, necessitating the exploration of 
more efficient algorithms in addition to data annotation. 



Challenges and Future Directions

Future Directions.

 In the future, the development of multilingual datasets and evaluation methodologies will 
remain pivotal areas of research.

The selection of appropriate models should be guided by data resources and the diversity 
of language families. 

Additionally, we aim to expand the automatic evaluation LANGM metric to encompass the 
semantics of multiple languages in the future, enhancing its utility for evaluating 
multilingual generation.

Exploring the integration of multimodal and multilingual features also holds great potential.
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