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Introduction

Dialogue Context Sources
PR HE I )RR
Which director do you like?
[ lik DY <
E‘ ﬁiﬁ [9.5”3 fl24 g}ﬁ PERSONA
What are them specifically?
BRRE, bR </DOCUMENT
Crouching Tiger, Hidden Dragon, Life of Pi
HPAE — N HRE AR
Pls recommend me a movie that I will like. MEMORY

WRIEAIRPIMEZ 52, HEFEIRE /DR

According to your watching history;, I
recommend Life of Pi.
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Dialogue System requires access to various
external knowledge sources to deliver
reliable, informative, personalized, and
helpful responses, depending on which
sources are invoked.

Independently training one retriever for
one source bring unnecessary computing
cost, and sometimes there may be
complementary effects between different
Sources.
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Dialogue Context/History

S C T T - Personas Knowledges S Responses

' Uy: Do you believe thereare . N [ \ - \
| the ghosts in the world? E @ | like to read books. An atheist is a person who does @ | do not like to read.

L Q. : : ! not believe in the existence of a

E S;: No, I do not believe it. @ | am an atheist. god or any gods. .. @ | prefer to read JK’s

. U,: So haven't you encountered | books, such as

. . L9 ! (D 1do not eat meat. @ J. K. Rowling is a British author, Harry Potter.

' a spiritual incident: . , :

! i | | just graduated film producer, and screenwriter... | prefer to read

' Sy: No, I only read it from some | versity || Qo i :

. : from University. Hemingway’s book.

E books. ) | @ J.K. Rowling is the author ofthe | | -

. Us: Who's book do you like to | @ My favorite author much-loved series of seven What kinds of book

' read? | isJKRowling. T Harry Potter novels... ) | doyoumean? )

Persona Selection

Knowledge Selection .
Response Selection

Candidates Selection/Matching
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S;. | prefer to read JK’s books, such as Harry Potter.
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Related Work (Loss)
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UniRetriever LREC-COLING#2024

= Context-Adaptive Encoder

Historical Contrastive Loss Pairwise Similarity Loss
D l:' D et Context
OO0 * Hist = Handle long dialogue such as multi-session
HEmy
w = Capture more contextual information in long
O] (Orm) (Crrn) [ CELED) distance
Context Representation Candidates Representation
{}

Dual-encoder

(Universalcgj = Candidate Encoder

7 m Encode different candidates for different
L/I L/I 7‘ 71 7‘ knowledge sources, i.e., memory, persona.
Sess 1 Sess n pos hist neg
Long Dialogue Candicates =  Using positive, historical, and negative

candidates to capture subtle differences.



Context-adaptive Encoder LREC-COLINGA2024

= Encode each utterance in the dialogue
h; = Enc(utter)
= Using the last user utterance in current session to extract all previous related utterances
Hprev — TOpKhj errev (Szm(hg” h]))
= |earn contextualized embeddings of multi-turn dialogues
hist = Attn(ug, Hpise, Hpise) — Hprevi Hour] to form Hazag
= Final representation of context using last user utterance and previous historical embedding

hg =A% hpist + (1 — X) % hy
A= o (W * [hpise; hY])



Candidate Encoder LREC-COLINGA2024

= Encode different candidate from different knowledge sources

c; = Enc(cand)

[CLS] [CANDIDATES] wi, w, ..., w. in which [CANDIDATES] can be re- placed by any
candidate selection task indicator token, such as [PERSONA] [KNOWLEDGE] [RESPONSE]



Loss Design

LREC-COLING#2024
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Loss Design LREC-COLINGA2024

= Historical Contrastive Learning. Considering the historical candidates as semi-hard
negative samples.

esim(hi’i,cj)

Ehz’st — :
sim(hfi,cﬂ') sim(h? C5 )
JjEB € iTte ¢

» Pair-wise Similarity Loss.

K
'Cpair = lOg[l + Z ev(sng_s;n‘st)
1=1

L . .
—|— E e’Y(S‘ZLiSt_S;OS)]
J=1



Experiment LREC-COLINGA2024
= Three candidate selection tasks
= Persona selection Datasets | #Train | #Dev | #Test #All
" Knowledge selection DuLeMon | 28,243 | 1,993 | 2,036 | 30,202
= Response selection KBP 4,788 589 584 5,961
Dusinc 2,565 319 359 3,243
" Sixdatasets KiDial 21795 | 2813 | 2580 | 27188
Diamante | 29,758 | 2,548 | 2,556 | 34,862
= Three are used in main experiments KdConv 26,038 3,759 3,968 33,765
= Three are used to evaluate the All 113187 | 12021 | 12083 | 137291

generalization capability




Results LREC-COLING#2024

Model | PR@1 KR@1 RR@1

UniversalCRy,;; | 28.73  86.67  59.94
— context enc. 21.10 83.64 53.68

Model Persona Sel. Knowledge Sel. Response Sel. —~ Bz 28.52 85.27 56.65
R@1 R@5 MRR |R@1 R@5 MRR | R@1 R@5 MRR — Lhist 20.14 4364  34.12
BM25 006 038 949 | 035 145 2837 | 059 135 30.72
DPR 7.38 17.62 - 29.18 57.91 - 11.85 36.35 - Table 3: Ablation Study. The - context enc. stands
MultiCPR 10.70 17.27 - 41.45 58.81 - 9.65 19.15 - for considering all utterances in dialogue history
RocketQAv1 21.39 52.02 34.23 | 37.86 6591 4286 | 2146 71.20 41.92 by using a mean representation, and - £, and -
SentenceBERT 18.99 4764 3291 | 4357 86.59 61.13 | 35645 73.59 51.86 Lnis: means removing the corresponding loss con-
Bi-Encoder 26.79 56.13 40.46 | 80.08 98.88 86.14 | 52.93 90.73 68.69 straint.

Poly-Encoder 16 | 26.26 55.76 40.08 | 79.11 99.11 85.61 | 51.17 91.51 67.83
Poly-Encoder 32 | 25.73 55.76 39.80 | 78.76 98.91 85.46 | 50.67 90.88 67.49
RocketQAv2 21.87 50.80 34.27 | 3462 61.64 39.71 | 21.87 70.23 42.31

UniversalCRinge | 28.43 55.17 40.99 | 85.65 98.72 90.69 | 57.20 85.68 69.29
UniversalCR ¢, 28.73 5599 41.47 | 86.67 99.22 91.45 | 59.94 87.09 71.73

Model | PR@1 KR@1 R.R@1
Table 2: The performance of our proposed model and baselines on dataset DuLemon (Xu et al., 2022), full concatenation | 31.41 89 34 65 .34
KiDial, and Diamante (Lu et al., 2022a), correspond to persona selection, knowledge selection, and context enc. 28.73 86.67 59.94
response selection. UniversalCR,;,. simply fine-tune our model on each dataset instead of all in
UniversalCR fvu:- Table 4: The performance of different ways to pro-

cess the dialogue history in which the full con-
catenation can be viewed as our theoretical upper
bound.
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Figure 5: The Performance of UniversalCR ,,;; on different selection tasks: persona selection, knowledge
selection, and response selection, with the number of candidates ranging from 256 to 2.
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Conclusion LREC-COLINGini}inizozlr

= We propose a universal conversational retrieval framework, unifying three dominant
candidate selection tasks: persona selection, knowledge selection, and response selection,
in one framework while keeping the bottleneck layer as a single dot-product with a fixed
size to achieve the balance of effectiveness and efficiency.

= We design one context-adaptive encoder and two carefully crafted loss constraints to
address lengthy dialogue and capture subtle differences across various candidates
respectively.

= We conduct extensive experiments to demonstrate the superiority of our proposed frame-
work on six datasets in both supervised and unsupervised settings. Besides that, we offer
an in-depth analysis of various candidate pool sizes and different context processing
methods. These findings suggest a promising path toward building a robust and universal
dialogue retrieval framework.
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