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Introduction

§ Dialogue System requires access to various 
external knowledge sources to deliver 
reliable, informative, personalized, and 
helpful responses, depending on which
sources are invoked.

§ Independently training one retriever for
one source bring unnecessary computing
cost, and sometimes there may be
complementary effects between different
sources.



Introduction



Related Work (Architecture)

§ Bi-encoder
§ Sentence-BERT

§ Cross-encoder
§ BERT
§ RoBERTa
§ ……

§ Some Variants

Poly-encoder ColBERT



Related Work (Loss)

§ Pre-train
§ Tod-BERT
§ DialogueBERT

§ Pre-training Objectives
§ MLM
§ RCL
§ MUM
§ ReplDisc
§ ……



UniRetriever

§ Context-Adaptive Encoder
§ Handle long dialogue such asmulti-session

§ Capture more contextual information in long
distance

§ Candidate Encoder
§ Encode different candidates for different

knowledge sources, i.e., memory, persona.

§ Using positive, historical, and negative
candidates to capture subtle differences.



Context-adaptive Encoder

§ Encode each utterance in the dialogue

§ Using the last user utterance in current session to extract all previous related utterances

§ Learn contextualized embeddings of multi-turn dialogues

§ Final representation of context using last user utterance and previous historical embedding



Candidate Encoder

§ Encode different candidate from different knowledge sources

[CLS] [CANDIDATES] w1, w2, ..., wn in which [CANDIDATES] can be re- placed by any 
candidate selection task indicator token, such as [PERSONA] [KNOWLEDGE] [RESPONSE]



Loss Design

Dialogue
Context

Candidate
（current turn)

Candidate
（historical turn)

Candidate
（random negative)

Positive

Semi-positive

Negative

D (pos, context) < D (hist_pos, context)
< D (neg, context)

Circle Loss！



Loss Design

§ Historical Contrastive Learning. Considering the historical candidates as semi-hard
negative samples.

§ Pair-wise Similarity Loss. 



Experiment

§ Three candidate selection tasks

§ Persona selection
§ Knowledge selection
§ Response selection

§ Six datasets

§ Three are used in main experiments
§ Three are used to evaluate the

generalization capability



Results



Analysis



Conclusion

§ We propose a universal conversational retrieval framework, unifying three dominant 
candidate selection tasks: persona selection, knowledge selection, and response selection, 
in one framework while keeping the bottleneck layer as a single dot-product with a fixed 
size to achieve the balance of effectiveness and efficiency. 

§ We design one context-adaptive encoder and two carefully crafted loss constraints to 
address lengthy dialogue and capture subtle differences across various candidates 
respectively. 

§ We conduct extensive experiments to demonstrate the superiority of our proposed frame- 
work on six datasets in both supervised and unsupervised settings. Besides that, we offer 
an in-depth analysis of various candidate pool sizes and different context processing 
methods. These findings suggest a promising path toward building a robust and universal 
dialogue retrieval framework. 
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