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Dynamic Knowledge Prompt for Chest X-ray Report Generation

As compared to the previous radiograph, there is 
unchanged evidence of a small left apical 
pneumothorax.  On the right, no pneumothorax 
is seen. The monitoring and support devices, 
including the bilateral pigtail catheters in the 
pleural space are unchanged.  Minimal increase 
in bilateral areas of atelectasis at lower lung 
volumes. No other newly appeared parenchymal 
opacities.  Unchanged moderate cardiomegaly.

1 Background

Two challenge：

• Data bias: Control samples dominate the whole dataset, and the abnormal regions are much smaller than the normal regions in the 
images of patient samples. Thus, most approaches can learn normal descriptions, but fail to capture anomalies; 

• Visual feature sparsity: Different from natural images, radiology images lack sufficient discriminative features, which leads to 
most methods not learning their complex structure and diversity. 



Dynamic Graph Enhanced Contrastive Learning for 
Chest X-ray Report Generation  CVPR 2023

(b) DCL
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Radiology Report Generation by Transformer with Multiple 
Learnable Expert Tokens   CVPR 2023

(a) METransformer
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Embracing Uniqueness: Generating Radiology Reports via a 
Transformer with Graph-based Distinctive Attention  BIBM2022

(c) TRGD

Cross-modal Memory Networks for Radiology Report Generation  ACL2021
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(d) R2GenCMN
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2 Method
2.1 Motivation

Our proposed DKP generates instance-level knowledge prompt by 
extracting critical pulmonary lesions information to boost generation.

Dynamic Knowledge Prompt for Chest X-ray Report Generation

In radiology image diagnosis, the first step 
for a radiologist is to focus on abnormal areas 
and identify lesion locations before creating a 
comprehensive report. Inspired by this, our 
method can simulate this process through an 
anomaly detector that offers precise diagnostic 
information regarding pulmonary lesions.



Overview of our DKP architecture. DKP consists of an ILE component for dynamically generating instance-level 
knowledge prompt, a KPF for generating knowledge-promt-based multi-modal features, a Visual Extractor, a PreNorm 
Encoder, and a KDD for distilling multi-modal features to generate reports.

2.2 Dynamic Knowledge Prompt framework (DKP)

2 Method

Dynamic Knowledge Prompt for Chest X-ray Report Generation



2.3 Principles for Prompt Library

2 Method

"There are bibasilar atelectasis. ",
"There is unchanged evidence of moderate cardiomegaly. ",

"Focal consolidation at the lung base. ",
"Cardiomegaly with moderate interstitial pulmonary edema. ",

"There is evidence of enlarged cardiomediastinum. ",
"There is evidence of bilateral rib fractures. ",

"There is evidence of lung lesion. ",
"Interval development of multiple bilateral airspace opacities. ",
"There is no evidence of focal consolidation... no  abnormalities. 

","There are bilateral pleural effusions. ",
"There is evidence of pleural. ",

"There is evidence of pneumonia. ",
"There is evidence of pneumothorax. ",

"The monitoring and support devices are constant.

Principles for Prompt Library
Our approach incorporates two components 

into the knowledge prompts for each disease, 
forming the knowledge prompt library. One 
component utilizes templates such as "the evidence 
of ..." which aims to enhance natural language 
generation metrics. The other component includes 
disease-specific information like "pneumonia" 
which aims to improve clinical efficacy metrics. By 
incorporating these components, we address both 
the issue of smooth readability and the problem of 
accurate medical diagnosis. 
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Dynamic Instance Level Explorer is utilized to dynamically 
generate knowledge prompts for each image.

2.4 Dynamic Instance Level Explorer (ILE）

2 Method
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The KPF is applied to encode the knowledge prompt and merge it with the 
hidden states generated by the KDD, resulting in multi-modal features.

2.5 Prior Knowledge Prompt Fuser (KPF）
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The OST train the ILE exclusively in the first stage and freeze 
it during the training of language model in the second stage.

2.6 Two-Stage Training Strategy (OST)

2 Method
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Optimization objective for anomaly detector：

Optimization objective for language generation model：



3 Experimental Setup

Datasets

We evaluate the effectiveness of our DKP on two established benchmarks for 
report generation: IU X-Ray and MIMIC-CXR：

• IU X-Ray from Indiana University is a collection comprising 7,470 chest 
X-ray images and 3,955 radiology reports.

• MIMIC-CXR is a extensive chest X-ray dataset curated by Beth Israel 
Deaconess Medical Center. It includes 473,057 radiographs and 206,563 
corresponding reports.

NLG Metrics：

• BLEU

• METEOR

• ROUGE-L

CE Metrics：

• AUROC
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4.1  Comparison with State-of-the-Art Methods

4 Experimental Result

Our proposed DKP is compared with previous state-of-the-art methods on IU X-Ray and 
MIMIC-CXR datasets. The best scores are in bold face. BL, MTOR and RG refer to BLEU, 
METEOR and ROUGE, respectively.
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4.2  Analysis on Keywords Prediction

4 Experimental Result

Comparison AUROC of keywords prediction in 
MIMIC-CXR. "Tis", "Loc", "Ext", and "Sur" are 
"tissue", "location", "extent", and "surgery".
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The DKP is compared with the prediction results 
of 16 keywords in MIMIC-CXR.



4 Experimental Result

Ablation experiments of the proposed approach on NLG and CE metrics. The best scores are in bold face and 
"wo" is defined as "without".

4.3  Ablation Study
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4 Experimental Result

Image-text attention visualizations and case-specific descriptive results from DKP and other baselines. Bold italics and green fonts 
indicate correct descriptions of the lesion and normal regions, respectively. The red font indicates the error description.

4.4  Case Study
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In this paper, to alleviate the data bias and visual feature sparse issues, we propose a novel prompt learning 

paradigm for report generation, which can dynamically generate instance-level knowledge prompts for different 

cases to boost generation. Extensive experiments and analysis on MIMIC-CXR and IU X-Ray datasets verify the 

effectiveness of our method. Concretely, DKP effectively improves the quality of radiology report generation by 

incorporating dynamic knowledge prompt and achieves state-of-the-art performance on both datasets.

5 Conclusion
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Thank You！


