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Introduction

Aspect-based sentiment analysis (ABSA) [Pontiki et al., 2014] is a fine-grained sentiment
analysis task that involves many subtasks, aspect category detection (ACD) and aspect
sentiment classification (ASC) are two of them.

Examples

“The food is delicious, but the price is a bit expensive.”, the two aspect categories (food, price) are detected by ACD, and the sentiment polarities of detected aspect
categories (positive, negative) can be predicted by ASC. In this paper, we focus on ACSA, which aims to jointly detect the discussed aspect categories (ACD) and their
corresponding sentiment polarities (ASC) [Zhang et al., 2022]. For the previous example, ACSA models can directly predict two category-sentiment pairs (food, positive) and
(service, negative).
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Challenges

for ACSA, generative models still face three challenges:

• (1) How to alleviate the missing predictions, namely correctly predicting all
category-sentiment pairs contained in a sentence.

• (2) Category-sentiment pairs are inherently a disordered set. Consequently, the model
incurs a penalty even when its predictions are correct, but the predicted order is
inconsistent with the ground truths.

• (3) It is crucial to ensure that different aspect categories focus on different sentiment
words, and the polarity of the aspect category should be the aggregation of the polarities
of these sentiment words.
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Examples

Figure 1: (a) An example of the missing prediction of aspect categories. (b) An example of different aspect categories focus on different
sentiment words, where the final polarity is the aggregation of each polarity identified from the sentiment words.
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Our Model

This paper proposes a hierarchical generative model with a coverage mechanism using
sequence-to-set learning to tackle all three challenges simultaneously.
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Problem Formalization

Given a predefined aspect category set A = {a1, a2, ..., aM} , sentiment polarity set
P = {positive,negative,neutral}, and a sentence x containing N words. Our task is to detect all
the mentioned category-sentiment pairs y from x, formulated as:

y = [y1, y2, ..., yT], (1)

where yk = (ya
k , ys

k) is the kth predicted aspect category and aspect sentiment polarity
(category-sentiment pair). Consequently, the ACSA can be conceptualized as the search for
an optimal sequence y, which maximizes the conditional probability p(y|x). This probability is
computed as:

p(y|x; θ) =
T∏

t=1
p(ya

t |ya
1:t−1, x; θ)p(ys

t |ya
t , x; θ), (2)
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Model Architecture

An overview of our proposed model is shown in Figure. It consists of two parts: Sentence
Encoder and Decoder.
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Encoder

A sentence x in a review is composed of N words, which is formulated as:

x = [w1,w2, ...,wN], (3)

where wi denotes ith word in the sentence. We employ BERT to encode x and output the
context-aware representations H = [hCLS, h1, h2, ..., hN, hSEP]. Then we adopt hidden state
hCLS ∈ Rd to obtain the initial hidden state of the decoder, which is computed by:

s0 = W0hCLS + b0, (4)
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Decoder

The probability of generating the tth aspect category ya
t is defined as:

p(ya
t |ya

1:t−1, x) = softmax(W1st + b1). (5)

where ya
1:t−1 are previous generated aspect categories.
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Coverage Mechanism

As mentioned above, a sentence usually contains one or more category-sentiment pairs. In
order to alleviate the missing predictions, we introduce a coverage value, which can
memorize the part covered by previous time steps in the sentence. According to the
coverage value, the decoder will increase the attention weight for the words that have
previously received less attention and decrease the attention weight for the words that have
previously received more attention:

et,j = vT
a tanh(Wast−1 + Uahj + mac̃t−1,j + ba), (6)

where ma is the weight vector, and c̃t−1,j is the coverage value of word wj at time step t − 1 of
the decoder, which is defined as:

c̃t−1,j =

t−1∑
k=1

ak,j. (7)

Intuitively, c̃t−1,j denotes the degree of coverage derived by word wj that has received the
sum of attention weights at decoder time step t − 1.
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Hierarchical Generation Mechanism

Specifically, for time step t, the decoder firstly generates aspect category ya
t by Equation (5).

Then we compute the aspect-aware attention weight between the predicted aspect category
ya

t and source word wj by:

a
′
t,j =

exp (e′
t,j)∑N+2

k=1 exp (e′
t,k)

, (8)

where e′
t,j is computed by:

e
′
t,j = vT

s tanh(Wsg(ya
t ) + Ushj + bs). (9)
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Hierarchical Generation Mechanism

The polarity of an aspect should be the aggregation of the polarities of the sentiment words
it emphasizes. Specifically, for word wj, we predict its polarity by encoder’s output hj:

pj = Wp2(ReLU(Wp1hj + bp1) + bp2), (10)

where pj ∈ R3 represents the sentiment predictions of wj belongs to {positive,negative,neutral},
respectively. Then we obtain the aspect category polarity by aggregating the word
sentiment predictions based on the aspect-aware attention weight. For aspect category ya

t ,
its probability of sentiment polarity is computed by:

p(ys
t |ya

t , x) = softmax(θp1
t + (1 − θ)p2

t ),

p1
t =

N+2∑
j=1

pja
′
t,j,

p2
t = tanh(Wp3st + bp3),

(11)
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Model Optimization

The main difficulty of training is to score the predicted pairs with respect to the ground
truths. In this scenario, it is not proper to apply the cross-entropy loss function to measure
the difference between two sets, since cross-entropy loss is sensitive to the permutation of
the predictions.
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Model Optimization

we propose a set prediction loss that can produce an optimal bipartite matching between
predicted and ground truth pairs. we first search for a permutation π∗ with the lowest cost:

π∗ =π∈ON

N∑
i=1

Cmatch(yi, pπ(i)), (12)

where ON is the space of all N-length permutations, and Cmatch(.) is the matching cost
function between ground truths and predicted pairs, which is computed by:

Cmatch(yi, pπ(i)) = −Iya
i ̸=ϕ[pa

π(i)(ya
i ) + ps

π(i)(ys
i )], (13)

where pa
π(i), ps

π(i) are aspect and sentiment probability distribution and computed by
Equation(5,11), ya

i , ys
i are target aspect and sentiment, respectively. This optimal

assignment π∗ is computed efficiently by the Hungarian algorithm [Kuhn, 1955].
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Model Optimization

The second step involves computing the loss function for all pairs identified in the preceding
step. We define the loss function as follows:

L = −
N∑

i=1
[log pa

π∗(i)(ya
i ) + log ps

π∗(i)(ys
i )]. (14)
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Datasets

We evaluate our model on four datasets, and the statistics of the datasets are shown in
Table.
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Baselines

We compare our proposed model with classification and generative model baselines.
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Case Study

Figure 2: Case study on MAMS dataset. False prediction pairs are marked with “×” and missing pairs are marked with ”?”.



||19/20

Introduction Motivations Model Experiments References



References||20/20

Introduction Motivations Model Experiments References

References I

[Kuhn, 1955] Kuhn, H. W. (1955).
The hungarian method for the assignment problem.
Naval research logistics quarterly, 2(1-2):83–97.

[Pontiki et al., 2014] Pontiki, M., Galanis, D., Pavlopoulos, J., Papageorgiou, H., Androutsopoulos, I., and Manandhar, S. (2014).
SemEval-2014 task 4: Aspect based sentiment analysis.
In Proceedings of the 8th International Workshop on Semantic Evaluation (SemEval 2014), pages 27–35. Association for Computational Linguistics.

[Zhang et al., 2022] Zhang, W., Li, X., Deng, Y., Bing, L., and Lam, W. (2022).
A survey on aspect-based sentiment analysis: tasks, methods, and challenges.
IEEE Transactions on Knowledge and Data Engineering.


	Introduction
	Motivations
	Model
	Experiments
	
	References

