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Language Model Distillation
Teacher-student Paradigm

• Language model (LM) distillation aims at reducing inference compute by 
distilling the large LM into a small LM under a teacher-student paradigm.

Teacher

Student
Knowledge Distillation



Language Model Distillation
Existing Methods

• Task-specific distillation with finetuning data (e.g., MRPC).

• KD (Hinton, et al.)

• MiniDisc (Zhang, et al.)

• Task-agnostic distillation with pretraining data (e.g., Wikipedia).

• MiniLM (Wang, et al.): attention distribution-based

• DistilGPT2 (Sanh et al.): logit distribution-based

• Task-agnostic distillation is commonly viewed as a better choice.



Failure of Distillation
Encoder-decoder Language Models

• In distilling a base-scale teacher to a 6-layer student, we have found that 
previous studies that are applicable either to encoder-only language models 
(e.g., BERT) or to decoder-only language models (e.g., GPT2) fail to handle 
encoder-decoder language models (e.g., T5).



Encoder-decoder Interplay
Gradient Perspective

• We suspect previous studies lack a component accounting for encoder-
decoder interplay with only (MiniLM-like) logit distribution-based or 
(DistilGPT2-like) attention distribution-based distillation. Distinguishing from 
previous implicit objectives, we propose explicit objectives that involve 
encoder-decoder interplay.



Encoder-decoder Interplay
Gradient Perspective

• We have uncovered than implicit objectives would impose unstable gradient 
norms, thereby unstable training. In contrast, explicit objectives are much more 
stable.



Encoder-Decoder Interplay
MiniEnD

• Based on the observation, we put forward two implementations of the explicit 
objectives. One is based directly on encoder-decoder cross-attention, and the 
other is based on both encoder and decoder self-attention.



Experiments
Setup

• Distillation on C4 for T5, on OpenWebText for BART.

• Finetuning on GLUE (sequence and sequence-pair classification), CNN/
DailyMail and XSum (summarization).

• T5-based and BART-base as teachers.



Experiments
GLUE

• The distillation cannot surpass pretraining-from-scratch baseline on GLUE until 
MiniEnD.



Experiments
CNN/DailyMail & XSum

• Similar results are observed on CNN/DailyMail and XSum. 



Experiments
Data Scaling

• MiniEnD is also applicable when half data is used.



Experiments
Model Scaling

• Special methods should be attached to MiniEnd (e.g., TA) when teacher is 
scaled up.



Conclusion

• We find through a pilot study that the encoder-decoder interplay is a key component that 
should be aligned in the distillation so that the distilled encoder-decoder LMs are promising. 
Based on the idea, we propose two directions that the encoder-decoder interplay alignment 
can be incorporated and verify their effectiveness on a language understanding benchmark 
and two abstractive summarization datasets.

• We further scale the distillation of encoder-decoder LMs to a 3B teacher that requires 
additional distillation steps. In this sense, we recommend future research to devote more 
efforts to exploring how large language models can be distilled. 

• arXiv: https://arxiv.org/abs/2305.12330

• GitHub: https://github.com/GeneZC/MiniEnD

• Slides: https://genezc.github.io/assets/files/COLING2024_MiniEnD.pdf

• Thank you all!
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