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Hierarchical Text Classification (HTC) is a challenging task which aims to extract the labels in a 

tree structure corresponding to a given text. 
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Challenges

◆ Due to long-tailed distribution, the head classes are always

allocated with large weights, which distorts the label space.

◆ Current methods for long-tailed distribution are inapplicable to

multi-label classification because they have to handle each class

separately.
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Implicit Augmentation
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Implicit Augmentation + Random Shuffling

BFS: 1=>2=>5=>6 
DFS: 1=>5=>2=>6
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Implicit Augmentation + Random Shuffling

BFS: 1=>2=>5=>6 
DFS: 1=>5=>2=>6
Random: 5=>2=>6=>1
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Experimental Results

IMplicitly Augmented GenerativE framework with distribution modification (IMAGE)
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Experimental Results

BFS: Ours:

The output of BART (the left graph) compared with IMAGE (the right graph). Class 0, 1 and 2 (green bars) 
corresponds to <s>, <pad>, and </s>, which are ignorable in the global predictions.
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