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Emotion Recognition for Conversations

● To identify the emotion expressed by the speaker for each utterance

● Has many potential applications, including improving customer service, 
enhancing personal relationships, and diagnosing and treating mental health 
conditions.



Existing Works

● Focus on training and testing models on the same datasets, and there is no 
prior work on adaptability

● Hindered by the challenges of unifying datasets with different emotion 
taxonomies and conversation settings, including TV series, daily 
conversations, and social media



Adaptability of ERC models

● aims to address this knowledge gap by presenting a preliminary investigation 
into the adaptability of ERC models

● We found evidence of linguistics artifacts that the models exploit to make 
predictions.

● To mitigate this issue, we delve into techniques such as contrastive learning 
and emotional intensity calibration, effectively reducing the models’ reliance 
on these artifacts.



Adaptability Study - Methodology

● MELD (Poria et al., 2019) and DailyDialog (Li 
et al., 2017)

○ Both employ the same set of emotion labels (joy, 
anger, sadness, fear, disgust, surprise, and neutral).

● Evaluation Metric: Macro-F1
● Baseline: RoBERTa + LSTM



Adaptability Study - Performance

Significant performance gap 
for out-of-distribution dialogs.



Linguistic Artifacts



Mitigation Strategies

1. Contrastive Learning
○ Pull the vector representations of the pair of utterances with and without TV styles 

closer

1. Emotional Intensity
○ Introduced a pseudo-emotion intensity score for each utterance to reflect their emotional 

intensity.
○ Train a linear layer to infer the intensity and scale the probability the emotion with the highest 

probability.



Result and Analysis

● Ablation: Training with only regression lead to overfitting



Ablation Studies

● Excluding interjections, which most likely contain emotional indicators, resulting in better 
performance than removing the other two characteristics.
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