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• Background

➢Knowledge Graph VS. Temporal Knowledge Graph

➢ Formalization
• A temporal knowledge graph is a multi-relational graph representation of a collection F of

facts in quadruple form (𝑒ℎ, 𝑟, 𝑒𝑡 , 𝜏) ∈ E ×R×E × T. If (𝑒ℎ, 𝑟, 𝑒𝑡 , 𝜏) ∈ F, then head entity

𝑒ℎ is related to tail entity 𝑒𝑡 by relation 𝑟 on timestamp 𝜏.
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• Background

➢Main Challenges

• The limited capability to model arbitrary timestamps continuously.

• The lack of rich inference patterns under temporal constraints.
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• Methodology

➢Motivation

• Polynomial decomposition-based temporal representation: flexibly represent arbitrary 

timestamp.

• Box embedding-based entity representation: learn rigid inference patterns.



• Methodology

➢ Polynomial Decomposition based Temporal Representation

• Modeling the timestamp via polynomial decomposition-based representation (PTR).

• Weierstrass approximation theorem:

• Temporal representation function of any given timestamp.
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• Methodology

➢Box Embedding based Entity Representation

• Modeling the entities via box embedding based entity representations (BER).

• The maximum and minimum coordinates of Gumbel boxes follow the Gumbel distribution, 

then the boxes can be formulated as:

• The approximation of volume in Gumbel boxes can be formulated as:

(4)
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• Methodology

➢Modeling and Evaluation of Quadruples

• The evolutionary dynamics of entities and relations over time:

• Relation transformation 𝑇𝑟 ⊆ ℝ2× 𝑑 for entity 𝑒:

• Scoring function:
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• Methodology

➢Analysis of Model Properties

• Local Identifiability:

Assuming a set of parameters 𝛺 is local identifiable if, for all 𝜃 ∈ 𝛺, there exists 𝑁(𝜃), a 

neighborhood of 𝜃, such that for all 𝜃′ ∈ 𝑁 𝜃 , 𝐿 𝑥 𝜃′ ≠ 𝐿(𝑥|𝜃).

• Inference Patterns.

• Runtime and Space Complexity.

time 𝑂(𝑑) and space 𝑂((|𝐸| + |𝑅| + 𝐾)𝑑)



• Experiments

➢Comparing with SOTA

Link prediction Relation prediction



• Experiments

➢Ablation Study

About proposed two modules

About different evolutionary patterns



• Experiments

➢Case Study

Case study of qualitative analysis on relation prediction. The order of prediction is in 

descending order. Correct one is in bold.



• Experiments

➢Visualization

Visualization of polynomial decomposition based temporal representations on YAGO11k.



• Conclusion

➢ We propose an innovative temporal knowledge graph embedding method, namely PTBox.

Experimental results verify the state-of-the-art performance of our method on two publicly

available datasets.

➢ Proposing an interpretable time representation method that decomposes time information

by polynomial approximation theory to flexibly represent arbitrary timestamp.

➢ Proposing a box-embedding-based entity representation method that effectively represents

calibrated probability distributions and learns rigid inference patterns.
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