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01. Research Background

• Multi-modal Knowledge Graph

• Imbalance of Multi-modal Knowledge Graphs



Multi-modal Knowledge Graphs

Multi-modal Knowledge Graphs

[Preprint] Knowledge Graphs Meet Multi-Modal Learning: A Comprehensive Survey



Knowledge Graph Completion

Multi-modal Knowledge Graph Completion Imbalance in Multi-modal Knowledge Graph



02. Our Method

• Overview

• Adaptive Multi-modal Fusion

• Modality Adversarial Training



Overview of Our Method

Overview of Our AdaMF-MAT framework 



Multi-modal Feature Encoding

Encoding Visual and Textual Information for each entity



Adaptive Multi-modal Fusion

• Get the joint embedding of each entity:

• Triple plausibility

• Training MMKGC model: 



Modality Adversarial Training

• Multi-modal Embedding Generator

• Synthetic Embedding à Synthetic Entity à Synthetic Triples 

• Adversarial Training Loss: 



Training Objective

The pseudo-code of our framework:

• Iterative training for G and D

• Multi-task learning



03. Experiments and Evaluation

• Experiment Settings

• Main Results

• Further Exploration



Experiment Settings

• Dataset: DB15K, MKG-W, MKG-Y

• Task: Link Prediction (Knowledge Graph Completion)

• Evaluation Metrics: MRR, Hit@K (K=1,3,10)



Main Experiment Results

• Link Prediction Results on Three MMKGs



Further Exploration

• Imbalanced Link Prediction Results on DB15K



Further Exploration

• Ablation Study Results



Further Exploration

• Adaptive Weight Visualization



04. Conclusion

• Conclusion

• Our Future Work



Conclusion

• In this paper, we mainly discuss the problem of utilizing modal information in MMKGC and 

propose a novel MMKGC framework called AdaMF-MAT to address the limitations of the 

existing methods. 

• Our method AdaMF-MAT employs adaptive modal fusion to utilize the multi-modal information 

diversely and augment the multi-modal embeddings through modality-adversarial training. 

Experiments demonstrate that AdaMF-MAT can outperform all the existing baseline methods 

and achieve SOTA results in MMKGC tasks.



Future Work

• [SIGIR 2024] Multi-modal Knowledge Graph Completion in the Wild

• [Preprint] MyGO: Discrete Modality Information as Fine-Grained Tokens for Multi-modal 

Knowledge Graph Completion

• [Preprint] The Power of Noise: Toward a Unified Multi-modal Knowledge Graph Representation 

Framework

• [Preprint] Knowledge Graphs Meet Multi-Modal Learning: A Comprehensive Survey
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