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Motivation (1/3)

• Most intent detection model follows the closed-world assumption

Closed-world: 
Training and testing distributions match

Open-world: 
Training and testing distributions differ
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Motivation (2/3)

• Most OOD intent detection studies only focus on single-turn inputs,
• i.e., only the most recently issued utterance is taken as the input.

• In real applications, completing a task usually necessitates multiple 
turns of conversations.



Motivation (3/3)

• However, it is non-trivial to directly extend previous methods to the 
multi-turn setting.

• We usually experience long distance obstacles when modeling multi-turn 
dialogue contexts,
• i.e., some dialogues have extremely long histories filled with irrelevant noises for 

intent detection.

• Meanwhile, it is expensive to construct OOD samples before training 
when multi-turn contexts are considered.



What did we do?

Caro: Context-aware OOD intent detection

Two main  challenges to be addressed in Caro:
1. How to alleviate the long distance obstacle and learn robust representations 

from multi-turn dialogue contexts;

2. How to effectively leverage unlabeled data for OOD intent detection.



How (Overview)

1. Learn robust representations by building diverse views of inputs 

and optimizing an unsupervised multi-view loss

2. Mine OOD samples from unlabeled data

3. Obtain a (𝑘 + 1)-way classifier



How (Representation Learning)

1. Build diverse views of inputs 

a) Global Pooling
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𝛼𝑖 = 𝜎(𝑤𝑖 ∙ ReLU(𝑊1 ∙ 𝑠))

b) Adaptive Reception Field

2. Optimize information bottleneck loss
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How (OOD Samples Mining)

1. Synthesize pseudo OOD samples 𝒟𝑃 by mixing up IND  representations
2. Train a preliminary OOD detector F on 𝒟𝐼 ∪ 𝒟𝑃

3. Mine OOD samples 𝒟O from the unlabeled data 𝒟U using F



How (OOD Detector Training)

1. Train OOD detector F using ℒ on 𝒟𝐼, 𝒟𝑂, and 𝒟𝑈

ℒ = 𝔼𝑥∈𝒟𝐼∪𝒟𝑂ℒ𝐶𝐸 + 𝜆 ∙ 𝔼𝑥∈𝒟𝑈ℒ𝐼𝐵

Multi-view Aggregation is performed to obtain assembled input representations

𝑣 𝑥 = 𝛽⨂𝑣1 𝑥 + (1 − 𝛽)⨂𝑣2 𝑥

𝛽 = 𝜎(𝑊3 ∙ ReLU(𝑊2 ∙ (𝑣1 𝑥 + 𝑣2 𝑥 ))



Experiments (Datasets)
• We perform experiments on two variants of the STAR dataset (Mosig et 

al., 2020), i.e., STAR-Full and STAR-Small.
• STAR is a task-oriented dialogue dataset that has 150 intents.

• It is designed to model long context dependence, and provides explicit annotations 
of OOD intents.



Experiments (Main Results)

Performance 
improvement 

by 5-9% 
absolutely



Experiments (Ablation Study)



Experiments (Further Analysis)



Thanks for Your Attention

• If you are interested in our work, feel free to reach out. We are 
always open to collaboration.

• Email: hao.lang@alibaba-inc.com


