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1.Introduction

We consider the problem of classifying nodes (such as documents) on the graph-structured data (such as citation network), where 

models need to learn information from their neighbours.

Graph Convolutional Network (GCN) is one of classification models that be able to aggregate and propagate the node information in 

graphs.
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1.Introduction

In order to learn the features of each node, GCNs typically consist of two successive stages: node feature propagation and 

transformation. 
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1.Introduction

This multi-layer structure can obtain both local and global features naturally, 

yet the computation complexity increased rapidly and further hinder their applications.

Therefore, some researchers attempted to improve the GCNs by eliminating the nonlinear active function between layers,

 such as SGC and DGC,  which are referred to as linear GCN model.
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2.Motivation

• traditional linear GCN models mainly focus on improving the nodes feature propagation scheme, while pay fewer attention to 

the feature transformation stage.

• feature transformation in Euclidean space may be distorted when faced with this kind of data.

 Fig. 1. Visualization of a tree-like hierarchical structure citation network in Euclidean and 
hyperbolic space.
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3.Methodology

• We propose a novel Lorentzian Linear Graph Convolutional Networks (L2GC) for classifying the tree-like graph node

• In hyperbolic space, we propose a translation operation on the head entity embedding in the relation embedding to obtain the 

support vector embeddings of the implicit relation embedding. 
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3.Methodology

Our framework mainly consists of three steps: parameter-free neighborhood feature propagation in Euclidean space, Lorentzian linear feature 

transformation in hyperbolic space and graph node labels prediction in Euclidean space.

 Fig. 2. The framework of Lorentzian Linear Graph Convolutional Networks 
for node Classification.
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3.Methodology

Parameter-free neighborhood feature propagation.

The linear propagation matrix P can be written as:

Then we precompute the information transfer between a node and its n-power neighbors as follows:

 Fig. 3. Parameter-free neighborhood feature 
propagation.
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3.Methodology

Lorentzian linear feature transformation.

After acquiring H(n), we apply the exponential mapping to map the learned node features H(n)  into the hyperbolic space and then perform Lorentzian 

linear transformation. 

This specific process is given by the following:

 Fig. 4. Lorentzian linear feature transformation.
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3.Methodology

Graph node labels prediction.

Finally, we use logarithm mapping to map the transformed node features back into Euclidean space for node prediction. 

The process is as follows:

 Fig. 5. Graph node labels prediction.



12

4.Experiments

Datasets 

Baselines

Nonlinear models with Euclidean space: GCN, GAT, APPNP, GraphHeat, ElasticGNN, SCGNN 

Linear models with Euclidean space: SGC, SIGN-linear, DGC, G2CN, FLGC

Nonlinear models with hyperbolic space: HGCN, HAT, LGCN, HGCL, HYBONET

Linear model with hyperbolic space: Our method.
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4.Experiments-Semi-supervised Node Classification

Test accuracy (%) of semi-supervised node classification on citation networks.
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4.Experiments- Fully supervised Node Classification

Test accuracy (%) of fully supervised node.

classification on Disease and Airport datasets. 
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4.Experiments-Ablation

Variant I : L2GC with Personalized Propagation scheme and without Lorentz model, which indicates the 

features transformation stage in Euclidean space.

Variant II : L2GC without Personalized Propagation scheme and with Lorentz model, we use the SGC 

propagation scheme in the feature propagation stage.

The ablation experiments of L2GC.
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4.Experiments-Efficiency analysis
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4.Experiments-Parameter analysis
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4.Experiments-Visualisation



19

5.Conclusion

In this paper, we propose a novel Lorentzian Linear Graph Convolutional Networks framework for node classification based on 

hyperbolic space. 

Our work is the first generalization of the linear GCN model to hyperbolic space, which capturing of the hierarchical structure in the 

data.

Our approach not only leverages the strengths of the linear model, but also integrates the properties of hyperbolic spaces to achieve 

new SOTA results on the Citeseer and PubMed datasets.
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