
No Need for Large-Scale Search: Exploring Large Language 
Models in Complex Knowledge Base Question Answering 

Shouhui Wang, Biao Qin∗

School of Information, Renmin University of China



1

Background & Motivation

ØThe existing gap between natural language questions and structured

knowledge representations;

Ø Large search and reasoning spaces, and the challenge of ranking a

massive number of candidate logical forms;

Ø Large language models (LLMs) offers an opportunity to address above

challenges.
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Background & Motivation

We adopted LLMs to propose a Three-step Fine-tune Strategy based on

a large language model to implement the KBQA system (TFS-KBQA).
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Methodology
what party was abe lincoln part of?

( JOIN ( R government.political_party_tenure.party ) ( JOIN 
( R government.politician.party ) m.0gzh ) )

Republican Party (m.07wbk)    Whig Party (m.07wdw)
National Union Party (m.0d9fdp)

Illinois Republican Party (m.0g7ly4)
Answers

Question 

SELECT DISTINCT ?x
WHERE {
FILTER (!isLiteral(?x) OR lang(?x) = '' OR langMatches(lang(?x), 'en'))
ns:m.0gzh ns:government.politician.party ?x0 .
?x0 ns:government.political_party_tenure.party ?x .
FILTER (?x != ns:m.0gzh)}

Knowledge Base

Logical Form 

SPARQL

( JOIN ( R government.political_party_tenure.party ) ( JOIN 
( R government.politician.party ) [ abe lincoln ] ) )

Entity Linking

government.political_party_tenure.party government.politician.party

abe Lincoln
1

2
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Logical Form Generator 

Answer Generator 

Items Generator ü Strategy 1: Utilize an LLM to

directly convert the question into

its corresponding logical form.

ü Strategy 2: Leverage an LLM

to transform the question into a

logical form in two steps.

ü Strategy 3: Use an LLM to

directly answer the natural

language questions.
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Methodology-Strategy 1

Question Sequence

Natural Language Prompt

LLaMA 
for Translation

Target Logical Form

Instruction (I1): Please translate the following questions into their 
corresponding logical forms.
Input: Who was vice president after kennedy died?
Output: ( join ( r government.us_president.vice_president ) [ john f. kennedy ] )

T1
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Methodology-Strategy 2

Question Sequence

Natural Language Prompt

LLaMA for Translation

Target Items

LLaMA
for Generation

Target Logical 
Form

Natural Language 
Prompt

p

p

p

1

2

Entities

Schema

t1
Instruction (It1): Please translate the following questions into their 
corresponding relations and extract entities mentioned in the questions.
Input: Who was vice president after kennedy died?
Output: government.us_president.vice_president ; john f. kennedy

t2
Instruction (It2): Please generate the target logical form according to the 
following sentence.
Input: government.us_president.vice_president ; john f. kennedy
Output: ( join ( r government.us_president.vice_president ) [ john f. kennedy ] )

T2
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Methodology-Strategy 3

Question Sequence

Natural Language Prompt

LLaMA 
for Generation

Target Answers

Instruction (I3): Please provide answers to the following questions based on 
your understanding.
Input: Who was vice president after kennedy died?
Output: Lyndon B. Johnson

T3
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Experiments

WebQSP

ComplexWebQuestion
ComplexQuestions
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Experiments
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Conclusion

ü Fully leverage the advantages of LLMs in the NLP field;

ü Further improve KBQA performance on complex datasets, notably achieving

an F1 score of 79.9% on WebQSP;

ü Overcome the challenges of a large search and reasoning space;

ü Avoided the ranking of massive candidate logical forms common in

previous KBQA methods.
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