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Results are obtained from Yang et al., 2022. Enhancing Cross-lingual Transfer via Manifold Mixup. ICLR 2022

DE: Er war ein 
Gelehrter der 

Theologie

EN: He was a 
scholar in 
Theology AR: توھلالايفاملاعناكو

● Performance on low-resource language 
degrades on low-resource language (AR) 

● Performance on degrades  language with 
different script

Q1: Should EN always be chosen as source language?

Q2: How to overcome performance gap between languages with different textual 
writing scripts
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Source language matters on downstream task target language performance

Observation:

When ZH is leveraged as source language:
● Higher average performance among  

target JKV languages
● Lower STD among JKV

⇒ ZH is a better source language than EN 
when considering target JKV languages
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Closely-related benchmark dataset is needed CJKV 

CORI Dataset Construction

Observation:

● Representations of parallel inputs 
between JA and ZH are more 
aligned than between EN and ZH

● JA-ZH has higher language contact

⇒ ZH is a better source language than 
EN when considering target JKV 
languages
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Dataset Construction
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Multilingual Datasets have been created unequally across CJKV languages

Challenge 1: Language Availability
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Inconsistent pre-segmentation across CJKV languages existent in XTREME

Challenge 2: Pre-segmentation
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Challenge 3: Romanization 

Romanization captures linguistic contact beyond textual scripts, providing 
beneficial signals for cross-lingual transfer
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Machine 
Translation

Pre-segmentation

Romanization

XTREME

CORI

Challenge 1 Challenge 2

Challenge 3

Dataset Construction Pipeline Overview
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CORI addresses the presented challenges from multilingual XTREME benchmark
1. Language Availability
2. Pre-segmentation
3. Romanization
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Framework: Overview
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Evaluation
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Observation:

● Higher performance on CORI than 
XTREME benchmark dataset

● No difference in performance on 
UDPOS task performance since no 
MT or SEG is applied to improve 
quality of the dataset.

Proposed preprocessing steps for CORI are effective
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Observation:

● Romanized transcription enhances the 
textual representation across CJKV 
languages

● Leading to improvements of 
downstream multi-level tasks across 
target JKV languages

Romanization provides 
additional helpful signals for 
cross-lingual transfer
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Observation:

● Romanization provides helpful 
information for downstream tasks for 
target JKV languages

● Relying purely on Romanization is not 
sufficient for cross-lingual transfer on 
text-based LMs

Romanization is an essential addendum, not replacement, for the orthographic 
representation
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CONCLUSION

● Choice of source language is essential to downstream task 
performance for target languages

● CORI: CJKV-specific dataset addresses the limitations of 
current multilingual benchmark datasets

● Romanization, one type of phonemic signals, is valuable for 
cross-lingual transfer beyond the limitations of textual scripts
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