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A novel and effective post-training process to close the format and linguistic style gap 
between dialogues and narrative texts.

PGG with pseudo-paraphrase pairs requires no extra training data or labeling tools for 
feature extractions.

Our approach compares favorably with current SOTA models using less human efforts and 
computational costs. 
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• Matrix factorization is an effective mean of reducing the size of weight matrices in large 
language models. It brings directly perceivable efficiency gains without the need of 
specialized runtime engine, e.g., DeepSparse.

• However, matrix factorization often fails to retain good task performance when 
compression ratio is high, e.g., >50%
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• Important observations:
• Fine-tuned LMs are high-rank(768 for BERT-base), hence direct low-rank factorization loss too much 

information.
• Gradient-based pruning tends to produce low-rank sparsity pattern while still retaining decent task 

performance.
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Reconstruction 
error(Frobenius Norm)

Cumulative sum of 
singular values

• Important observations:
• Compared to the fine-tuned parameter matrix, applying low-rank matrix decomposition to the low-rank 

parameter matrix obtained from first-order pruning search results in smaller reconstruction error and preserves 
more task-relevant knowledge.
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• Low-Rank Prune-And-Factorize for Language Model Compression
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• Optimization-1: Sparsity-aware SVD
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• Optimization-2: Mixed-rank fine-tuning

Random replacement：

Probability scheduler:

Consistency loss:
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• Results of various methods on GLUE benchmark.
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• Results of various methods on SQuAD v1.1 and SQuAD v2.0 for extractive question-
answering.
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• Compressing an already compact language model MiniLM with 2x compression ratio.
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• Ablation study on our proposed optimization strategies:
• Sparsity-aware SVD
• Mixed-rank fine-tuning

Different SVD objectives Different fine-tuning objectives
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Thanks!


