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Introduction
Conversational Humor
• Humor, an essential element in interpersonal communication, serves as a vital 

medium for expressing emotions in humans.


• There are two main forms of humorous expression (Attardo et al., 2013): 

One-liners Conversational Humor

[1] Salvatore Attardo, Lucy Pickering, Fofo Lomotey, and Shigehito Menjo. 2013. Multimodality in conversational humor. Review of Cognitive Linguistics. Published under the 
auspices of the Spanish Cognitive Linguistics Association, 11(2):402416.
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Actors frequently employ humorous language and quirky tones, together with exaggerated 
expressions and actions to evoke humor.



Related Work
Unimodal

• Zhang and Liu (2014) collected humor dataset from Twitter


• Chen and Lee (2017) collected and annotated TED speech transcripts

[1] Renxian Zhang and Naishi Liu. 2014. Recognizing humor on twitter. In Proceedings of the 23rd ACM international conference on conference on information and knowledge 
management, pages 889–898.

[2] Lei Chen and Chong Min Lee. 2017. Convolutional neural network for humor recognition. arXiv preprint arXiv:1702.02584.
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In conversations, to enhance humorous expressions, people may combine 
the acoustic rhythm (quirky intonation, etc.) or the visual features (comical 

expressions or movements, etc.) interacting with the textual contents.



Related Work
Coarse-grained capture of the differentiation of multimodalities
• Chandrasekaran et al. (2016) analyzed humorous expressions in 

abstract scenes

• Boccignone et al. (2017) proposed a multimodal dataset to detect 

humor from images.

• Some research on multimodal conversational humor datasets has 

been built based on sitcoms, including Friends (Poria et al., 2018), 
The Big Bang Theory (Patro et al., 2021), Seinfeld (Bertero and Fung, 
2016b) etc..
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Speaker plays a particular 
role in the generation of 

humor, and different 
speakers have different 

styles of humor.
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Text represents the 
textual content of the 

utterance that indicates 
the specific manifestation 

of humor in the textual 
modality.
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Abnormal Intonation 
can enhance the 

speaker’s emotional 
expression.
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Antic refers to the 
characters exhibit 

comical expressions 
or gestures during the 

conversation.
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Corpus Construction
Annotation Process

Divide each episode into several dialogues based 
on different plots and scenes.

Record all the utterances in each dialogue and 
record the speaker and the content of each 

utterance.

Judge whether each utterance embodies humor in 
textual, visual, and acoustic modalities following the 

proposed scheme.

When humor is expressed visually or acoustically, 
the time_stamp of the corresponding utterance is 

also provided.
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If 3 annotators achieved 
the agreement, e.g., they 
all regarded the instance 

as humorous or non-
humorous, the instance 

was labeled as 1 or 0, and 
the annotation was 

completed; 

If 2 annotators labeled the 
instance as humorous, 

the instance was labeled 
as 1 according to the 

majority rule;

If only 1 annotator 
considered the instance to 
be humorous, considering 
the contingency of humor, 

it required the other 9 
annotators to annotate the 

instance and determine 
the final label by applying 

the majority rule.
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Experiment
Approaches for Comparison

• Unimodal Method: 

• Textual modality method: BERT, RoBERTa


• Visual modality method: ViT, OMNIVORE


• Acoustic modality method: openSMILE


• Multimodal Method: CLIP



Experiment
Experimental Results



Conclusion
• We proposed a new multimodal conversational humor annotation scheme and 

manually annotated the MUCH corpus. 


• The MUCH corpus was constructed based on a Chinese sitcom and includes 
three modalities: text, vision, and acoustics. It consists of 34,804 utterances 
in total, and 7,079 of them are humorous. 


• We conducted several experiments based on some classical methods, 
including both unimodal and multimodal.
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