
Deep Reinforcement Learning with Hierarchical Action Exploration for 
Dialogue Generation



Why use Reinforcement Learning

Being equipped with a "forward-looking" capacity in the dialogue to enhance user experience.



Problem Scenario

State-value function   ：
Action-value function ：

Policy         :  Agent
State :  Context
Action :  Response
Reward :  Reward
State          :  Next Context



Policy Iteration (Actor-critic)



Theorem 1



Theorem 2



Dual-granularity Q-function



The average cosine similarity between the agent’s response and dull responses.

The outpouring of the emotion of surprise.

The length of response.

Asking questions.

Rewards



Corpus and Agent

DailyDialog Dialogues

Training set 11,118

Testing set 1,000

Validation set 1,000

Agent Descriptions

GPT-2 proposed by Radford et al. (2019), is an unsupervised 
autoregressive language model for textual generation. 

DialoGPT is a pre-trained di alogue model proposed by Zhang et al. 
(2020). This model is based on GPT-2, using the Reddit 
comments dataset. 

T5 is a unified framework pro posed by Raffel et al. (2020) that 
converts all text based language tasks into a text-to-text format 
via the transfer learning technique. 

GODEL is a pre trained dialogue model proposed by Peng et al. (2022). 
This model is based on T5, using the Red dit discussion dataset. 



CS: The average cosine similarity between the agent’s response and dull responses

SE: The outpouring of the emotion of surprise

LR: The length of response

AQ: Asking questions

Automatic Metrics



Quality measures the coherence and grammatical accuracy of the agents’ responses

Informativeness measures the diversity and hallucination of the agents’ responses

Empathy measures the degree to which agents respond with concern or affectivity

Engagingness measures the desire to engage the agents in a long conversation

Human Metrics



Experiments



Experiments

Ten native 
speakers were 
recruited for 
human 
evaluation.
The scale of 
these metrics is 
[0, 1, 2].



Details regarding Interactive



Details regarding Interactive



Further Verification
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