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Introduction
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- Converting sentences in one language into another using
Neural Networks

- Multiple Benefits of Neural Machine Translation

- Neural Networks in this application are Data Hungry...

Neural Machine Translation
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- 50% of the 7000 currently spoken languages are estimated
to be severely endangered or dead in 2100

- 20 languages spoken by half of the global population

- Neural Machine Translation systems are valuable from a cultural, 
societal and economic perspective

Low Resourced and Endangered Langs
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- Common language dataset size N -> Order of millions
- Low resourced languages dataset size M -> order of thousand 

(at best)

Our work:
Unaligned Sentences KeyTokens Pre-traIning (USKI) 
-> Learn from the corpus of unaligned sentences

New M = M2 ~ N

Proposal
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Related Works
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Related Works

Turin, Italy - 2024



9

USKI
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KeyTokens
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Initial dataset DLx, Ly. 
Let DLx and DLy be the corpus of SRC and TRG sentences.
Construct

KeyTokens:
Given Xi∈ DLx and Yj ∈ DLy an arbitrary pair from

The KeyTokens are defined as Ki,j = Yi ∩ Yj
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KeyTokens example (Italian – English)
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Pair i:
(Xi = La casa è appena dietro la collina, Yi = The house is just over the hill)

Pair j:
(Xj =Ecco fatto, il caso è chiuso, Yj = Just like that, the case is over)

KeyTokens: ('just', 'the', 'is', 'over')
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Selector * CrossEntropy * IDF Weight function

Unaligned Sentences KeyTokens Pre-traIning (USKI)
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Goal
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- Increase quality of translation
By increasing robustness and accuracy over a special set
of tokens, the KeyTokens. The most frequent matching tokens
between unaligned sentences.

- Increase robustness in autoregressive decoding
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Experimental Results
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Datasets
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IoU filtering
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Training Overview
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BLEU Improvements
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Accuracy on Single Tokens
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Impact of Sub-word tokenization
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Results against State-of-the-Art
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Conclusion
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- Addressing Data Shortage with incorrectly paired sentences

- Avg. 0.9 BLEU increase across all translation tasks with USKI

- Only 13 % of the entire corpus was used

Future works 
-> develop more techniques to leverage the entire corpus
-> apply techniques on established SotA models.

Conclusion
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Thank You

Contacts:

jiacheng.hu@unimore.it

roberto.cavicchioli@unimore.it

giulia.berardinelli@unimore.it 

alessandro.capotondi@unimore.it
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