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Caption Generation
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Current methods

3



LLMs and V+L models

1. Internet scale data
2. Weak alignments and transfer learning
3. Huge models
4. Incontext and few shot learning
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1. Black-box
2. Controllability ???
3. Interpretability ???
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Semantic Role Labeling
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[Carl]_who [gave]_V [food]_what  to [his pet]_whom

[Carl]_who [gave]_V  [his pet]_whom [food]_what 

[Food]_what was [given]_V to [his pet]_whom by 
[Carl]_who

● ‘Who’ is doing ‘what’ to 
‘whom’, ‘where’, ‘when’ and 
‘how’

● Predicate-arguments 
structures of sentence
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SRL: Propbank…
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● We have used semantic roles as control signals to generate 
focused image descriptions.

Role Enhanced Caption Generation



● We have used semantic roles as control signals to generate 
focused image descriptions.

● SRL-informed models can generate diverse captions based on 
different linguistic foci.

Role Enhanced Caption Generation



● We have used semantic roles as control signals to generate 
focused image descriptions.

● SRL-informed models can generate diverse captions based on 
different linguistic foci.

● The explanation of the generated caption stems from its 
grounding in linguistics, which can be attributed to the provided 
SRL annotation of the image.
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Role Enhanced Caption Generation

1. Generate caption based on the input image and SRL annotation of bounding 
boxes.

2. Can generate different Captions for the same image  based on SRL
a. Different predicates
b. Different participants
c. Different ARGM roles 

3. SRL as cue
a. Control signal to diversify
b. Control amount of information
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ReCAP: Architecture
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Data Preparation
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1. Semantic roles as hint of predicate argument structure
2. Model should reward caption that follows the predicate argument 

structure
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Typical Reward function

21



22

Smatch Reward function



Smatch
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instance(a, want-01) 
∧
instance(b, boy) ∧
instance(c, go-01) ∧
ARG0(a, b) ∧
ARG1(a, c) ∧
ARG0(c, b)

instance(x, want-01) ∧ 
instance(y, boy) ∧ 
instance(z, football) ∧
ARG0(x, y) ∧ 
ARG1(x, z)



24

We use Smatch score as reward signal-

● Parse sentences with SPRING Parsers to generate AMR

ReCAP and Abstract Meaning Representation 
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1. Semantic roles as hint of predicate argument structure
2. Model should reward caption that follows the predicate argument 

structure
a. How to score abidance of predicate argument structure?

We use Smatch score as reward signal-

● Parse sentences with SPRING Parsers to generate AMR
● Calculate Smatch score

ReCAP and Abstract Meaning Representation 



Quantitative Results
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Quantitative Results
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Quantitative Results
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Qualitative Analysis:Arguments accommodation
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Qualitative Analysis:Adjoining
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Qualitative Analysis:Diversified based on 
Predicate-Argument
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Qualitative Analysis:Activity vs State
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● A person wearing a yellow jacket 
and blue hat as he walks down a 
snow covered road.

ARGM
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● A person wearing a yellow jacket 
and blue hat as he walks down a 
snow covered road.

● A person is walking down a snow 
covered road.

ARGM
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● A person wearing a yellow jacket 
and blue hat as he walks down a 
snow covered road.

● A person is walking down a snow 
covered road.

● A person is walking along a trail 
in the snow.

ARGM



ReCAP: Analysis

1. Generated caption is focused w.r.t given SRL
2. Reflect predicate-argument structures given in the input SRL
3. Can be explained with different linguistic aspects

a. Adjoining of information
b. Accommodation arguments
c. Choose different predicate based on arguments
d. Activity vs State
e. ARGM roles
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Quantitative Results
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Quantitative Results
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Summary



Summary

Can be explained with different linguistic aspects

a. Adjoining of information
b. Accommodation arguments
c. Choose different predicate based on arguments
d. Activity vs State verbs
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Thank you

Questions?


