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Large Language Models are Inconsistent 



Large Language Models are Inconsistent 

Semantic Consistency: the ability to make 
consistent decisions in semantically equivalent 

contexts. i.e , Semantically equivalent questions 
should yield semantically equivalent answers

Elazar et al. 2021

Claim: LLMs do not have this ability, and can give 
contradictory answers to paraphrased questions



Why is it a problem?

Testing:

Deployed

In the real

world: 

Behave in unexpected ways - hindering trust and reliability (Safety Risk) 



Problem Statement

How can we reliably measure LLM Consistency in free text 
generation? 



Methodology ▶ Pipeline



Methodology ▶ Rules of Thumb

Ziems et al., 2022

An example from the Moral Integrity Corpus



Methodology ▶ Paraphrase and RoT Generation

Generating Paraphrases

- Few shot prompting Vicuna-13B

- Filtering out good quality paraphrases using ParaScore (> 0.8)

- Semantic Similarity: Do the paraphrases mean the same 
thing?

- Lexical Divergence: Do they have enough variation in 
vocabulary?

Generating RoTs

- Few shot prompting with proper instructions seemed to 
produce good enough results.



Methodology ▶ pipeline 

10K Questions, 5 Paraphrases each



Methodology ▶ Semantic Graph

Semantic Graphs: 

- Textual responses are converted into semantic embeddings using SBERT DeBERTa, fine 
tuned on NLI datasets. 

- Each sentence representation is a node in the graph

- Distance between two nodes is the cosine distance between their semantic embeddings 



Methodology ▶ Semantic Graph Entropy

Graph Entropy as a measure for consistency

- Less entropy = Consistent

- More entropy = Inconsistent
f: Information functional 

Probability function 
Dehmer and Mowshowitzt., 2011



Results ▶ LLMs are inconsistent

SOTA LLMs have consistency around 0.575



Results ▶ Human Annotations

- Human annotations for 500 data points
- 0 and 1 for consistent/inconsistent for each pair
- Average of these annotations compared with Metric scores



Results ▶ Is Consistency dependent on temperature?

Probably not



Results ▶ Generalization

Surprisingly, Accuracy on benchmarks does not correlate with consistency!

(Commonsense Reasoning)



Results ▶ Improvement?

RoT prompting shows improvement as expected



Conclusion and Future Work

- We introduce the Moral Consistency Corpus, with 50K moral questions and 
LLM responses to them

- We introduce the SaGE framework for measuring consistency of an LLM
- Results show that 

- Current LLMs are inconsistent
- Consistency and Accuracy are not the same problem, and this problem 

has to be investigated further. Models need to be evaluated for 
consistency separately.

- Providing simple rules to follow increases consistency, hinting at the 
potential for methods such as Retrieval Augmented Generation (RAG) for 
improvement in consistency. 
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