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Motivation
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• Named Entity Recognition (NER)

– With minimal supervision, e.g., 10 examples per class. 
This is motivated by the fact that in many specialized 
domains e.g., intelligence gathering, pandemic 
surveillance etc., there is an absence of labeled data.

– Using models that can be deployed at scale, e.g., small 
encoders rather than LLMs.



NER Background
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 Input:

“John Doe is an American software engineer who lives in Seattle and works for Microsoft.”

Expected Output:



Goal
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• We want high NER performance using a lightweight transformer encoder.



Goal
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• We want high NER performance with minimal supervision.



NER – already solved?
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• LLMs and fully supervised transformer-based methods achieve very high performance 
>90% on benchmark datasets (CoNLL-2003, OntoNotes, ACE2005 etc.).



Many of these methods (including LLMs) are 
trained on large annotated datasets
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• The setting for many current NER methods is not realistic – in many domains data 
with gold labels is not available, or the amount of labeled data is extremely scarce.

• Even current SOTA semi-supervised NER methods use an impractically high degree of 
supervision (5% of gold data).



Contributions
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We redefine the semi-supervised NER task – create a new setting of Extremely Light 
Supervision (<1% of the data)

• We propose a setting where the only source of supervision comes from a lexicon of 
only 10 example named entities per class provided by a domain expert.

• The domain expert does not have access to any of the actual labels from the dataset.

• The domain expert can create the lexicon in less than 30 minutes.



Contributions
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Example lexicon chosen by the domain expert



Contributions
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1. We need more data.

2. We need to use the new data carefully, e.g., 
sentences may contain labeled entities as well as 
unlabeled ones.

3. Solution: Combine deep learning with insights 
from linguistics.



Contributions
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Insight # 1: Masked Language Modeling Heuristic

• We can use a Masked Language Model (MLM) e.g., BERT, RoBERTA etc., to obtain 
“free supervision” based on just the lexicon provided by the domain expert.

• We present a novel technique to use a pre-trained Masked Language Model as a fully 
unsupervised NER algorithm, which on its own achieves an F1 score over 56%.



Contributions
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Insight # 1: Masked Language Modeling Heuristic

• We can detect spans of possible Named Entities, fully unsupervised, using a very 
simple linguistic pattern based on Part of Speech (POS) tags:

(𝑁𝑁𝑃	|	𝑁𝑁𝑃𝑆) + (𝐼𝑁(𝑁𝑁𝑃	|	𝑁𝑁𝑃𝑆)+)?
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Insight # 1: Masked Language Modeling Heuristic

• This simple linguistic pattern can detect possible named entity boundaries/spans with 
high precision:



Contributions
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Insight # 1: Masked Language Modeling Heuristic

• Once candidate named entity spans in the unlabeled corpus are identified, we can 
estimate their labels with a simple masking heuristic:



Class Exemplars

ORG Reuters, NATO, …, 
Honda

LOC Germany, Japan, 
…, NEW YORK

MISC Dutch, English, ...,  
French

PER Clinton, Dole, …, 
Rubin

[MASK] [MASK] lives in Seattle and works for Microsoft

Dole lives in Seattle and works for Microsoft

John Doe lives in Seattle and works for 
Microsoft

Tokenizer

[CLS] do ##le lives in seattle and … microsoft [SEP]

Masked Language Model

log_probs(do) + log_probs (##le)

Iterative 
mask-fill
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Insight # 1: Masked Language Modeling Heuristic

MLM heuristic on its own achieves 56% F1 on CoNLL-03 dev:



Contributions
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Insight # 2: We must use pseudo-labeled data very carefully

• What should we do when some tokens are labeled, and some are not?

• Proposal: Dynamic window filtering – a simple, run-time efficient and linguistically 
inspired algorithm for solving the “unlabeled entity problem” i.e., eliminating false 
negative entities from the sparsely annotated training data, again using POS tags.



Contributions
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Insight # 2: We must use pseudo-labeled data carefully

ORG MISC???
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New filtered sentence fragments:
“EU rejects”

“call to boycott British Lamb”



Contributions
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Insight # 3: Combine commonsense linguistics, statistics and active learning for 
automatically correcting pseudo-labels



Linguistic Heuristics

Sentence in Document D containing entities tagged 
with high confidence

Other Sentences in Document D

ORG ORG, avg. confidence=0.95

LOC LOC

LOC LOC
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Insight # 4: Self-training



Insight # 5: Blend linguistics and deep learning in a simple, modular framework
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Evaluation
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CoNLL-2003, domain: news wire, classes: O, PER, ORG, LOC, MISC.

Settings: 1% supervision, 5% supervision and full supervision.

WNUT-17, domain: user-generated text, classes:

O, corporation, creative-work, group, location, person, product.

Setting: Zero-Shot.



Results in the extremely lightly supervised (1%) data setting



Comparison with other SOTA semi-supervised NER methods under 5% degree of 
supervision – Our method scales with increasing supervision



Our method continues to scale even when using full supervision



Data Efficient Learning



Zero-Shot evaluation on WNUT-17:



Conclusions
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• We propose a method to assemble a fast, encoder-only NER system in less than 
half a day for any specialized domain, given the availability of a domain 
expert/lexicon.

• We demonstrate that linguistics and deep learning can co-exist to overcome the 
scarcity of labeled data for NER.



THANK YOU!

Haris: hriaz@arizona.edu
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Link to the paper Link to code

http://hriaz@arizona.edu

