


Comparative Question Answering



The Objectives

1. To present an end-to-end system for answering comparative 
questions

2. To compare different approaches for each subtask

3. To introduce new benchmark unifying existing datasets for 
Comparative Question Answering (CompQA) with a public 
leaderboard



CompUGE Benchmark
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CAM 1.0



CAM 2.0



CAM 2.0: Comparative Question Identification



CAM 2.0: Object and Aspect Labeling



CAM 2.0: Sentence Retrieving



CAM 2.0: Stance Classification



CAM 2.0: Summarization



CAM 2.0: Summarization



Evaluation, User Study & Analysis

● 50 questions with the objects labelled from the Touché at CLEF 
competition in 2022 were asked to our system. 
○ All the questions were successfully classified as comparative and the F1 score 

for object labelling was 1.0

● In the user study, we selected 28 questions with at least 5 arguments and 
obtained the summaries from the system. Four annotators were asked to 
read and evaluate the quality of them.
○ The annotators agreed on the same 22 summaries (78.6%) being helpful and 

the same 18 summaries (64.3%) being fluent.



CAM 2.0: System Demonstration

https://cam-v2.ltdemos.informatik.uni-hamburg.de

https://cam-v2.ltdemos.informatik.uni-hamburg.de/


CAM 2.0: System Demonstration



Conclusion

● We present CAM 2.0 and CompUGE benchmark.

● We compare several Encoders and Generative Transformers

● Medium-sized Encoders deliver strong performance.

● Generative Transformers effectively aggregate arguments in zero-shot setup


