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Introduction
• Lexical Simplification.

• Text Simplification (TS) is the process of simplifying a sentence while retaining its semantics as much as possible. 

• As a special category of TS tasks, Lexical Simplification (LS) restricts the simplification at the lexical level via replacing 

complex words with alternative simpler words, thus minimizing the revision to the original sentences. 



Introduction
• Existing Methods and Challenges.

The existing two-stage approaches have a heavy reliance on the 

annotation of CWI and SG sub-tasks, thereby impairing their 
applications. 

As such, we aim to develop an LS system without parallel corpora in 

this work, but we are also confronted with the following challenges: 

(1) In the absence of annotated data, the above-mentioned 

supervised training approaches are inapplicable, making it 

considerably challenging to ensure the accuracy of simplification. 

(2) Constructing the previous two-stage system for LS tasks without 

parallel corpora is problematic, as in such scenarios, models 

struggle to learn the transformation from complex sentences to 

simplified ones.  



Introduction
• Motivations.

• We develop an Adversarial Editing System to 

conduct lexical edits to the original sentence with 

the help of non-parallel corpora, where complex 

words are masked by the editing system, and the 

substitutions are generated via a cloze model 

following the two-stage approaches. 

Nonetheless, striking a balance between semantic preservation and simplification degree remains a challenging 

endeavor. 

The motivation of our LLM-enhanced Adversarial Editing System, that is, distilling the knowledge from LLMs to 

our small-size Adversarial Editing System. 



Method
• LAE-LS (LLM-Enhanced Adversarial Editing System for Lexical Simplification) . 



Method
• Adversarial Editing. 

The traditional loss for adversarial generation is not 

applicable in our framework due to the following two 

issues: 

(1) It is not feasible to include the raw output of the Edit 

Predictor for adversarial training as “K” and “M” 

cannot be directly encoded by the discriminator. 

(2) It is vital to control the predicted edits and maintain 

the syntax for lexical simplification. However, existing 

methods usually ignore this and lead to unexpected 

changes to the original sentences. 



Method

Confusion Loss

Invariance Loss

LLM-enhanced Loss

• Training. 

LLMs have the risk of over-editing, taking their outputs as the supervision signals play the effect of distilling 

high-quality knowledge to the small-size models, which can effectively restrain the over-fitting issue.



Method
• Difficulty-Aware Filling. 

• Remarkably, unlike the previous filling model, the 

Difficulty-aware Filling module, which is a cloze model, 

not only considers original sentences as clues but also 

maintains an awareness of producing simpler words. 



Experiments
• Comparison with Baselines. 

LAE-LS consistently outperforms baselines 

across three benchmark LS datasets.

(1) For the CWI task, LAE-LS achieves the 

best results on the LexMTurk and NNSeval

datasets and demonstrates competitive 

performance on the BenchLS dataset. 

(2) In the SG task, our method outperforms 

all baselines on the three datasets. 

(3) Regarding the LS task, our method 

consistently outperforms the baselines 

when we integrate CWI and SG together.



Experiments
• Comparison with LLMs. • Ablation Study. 

LAE-LS, which has a smaller parameter size, can achieve 

competitive results comparing with the powerful LLMs. 

It is evident that removing any of these loss functions 

leads to performance drop, suggesting that they are 

vital for the training of Edit Predictor. 



Experiments
• Case Study.

LAE-LS preserves the semantic information of the original sentence and leads to a more desirable simplification.



Conclusion

In this paper, we propose an LLM-enhanced Adversarial Editing System to address the lexical simplification task 

without parallel corpora, which consists of an Adversarial Editing module and a Difficulty-aware Filling module. 

• Adversarial Editing module is guided by a confusion loss and an invariance loss to make lexical edits with a 

consideration of semantic preservation and simplified ratio. Meanwhile, we craft an LLM-enhanced loss to distill 

knowledge from LLMs, thus further augmenting the Adversarial Editing module. 

• From that, the Difficulty-aware Filling module combines the original sentences and lexical edits to mask complex 

words within sentences and fill in the masked positions with simpler words. 

• The extensive experimental results on three LS datasets demonstrate that our method is effective. That is, our 

method not only advances lexical simplification in the absence of parallel corpora but also showcases the 

potential for leveraging the capabilities of large language models to enhance the simplification process. 



Keren Tan1, Kangyang Luo1, Yunshi Lan1*, Zheng Yuan2, Jinlong Shu1

1School of Data Science & Engineering, East China Normal University, Shanghai, China 
2Department of Informatics, King’s College London, U.K.

THANKS

2024-05


