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Fig 1: Comparison of different prompting techniques 



Outline

Research Task

Research Goal

Research Method

Model Performance

1

2

3

4

Conclusions5



1 Research Task

 Fig 2: Example of complex reasoning problem

Fig 3: The proportion of chain-type and 
graph-type reasoning data in arithmetic and 
commonsense task



2 Research Goal

 Fig 4: An example of Question Decomposition Meaning       
111111Representation(QDMR) Graph

 Fig 5: Overall Architecture

Improve accuracy and stability in complex reasoning tasks



3 Research Method

Fig 6:  Example of generating QDMR graph through in-context learning

Question Decomposition Meaning Representation Graph Generation



3 Research Method

Fig 7:  Example of generating answer based on the QDMR graph through in-context learning 

QDMR-based Answer Generation 
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Table 1: Within the experimental setting of in-context learning, accuracy comparison between our 
method, Chain-of-Thought prompting(Cot) and Plan-and-Solve prompting(PS) on multiple reasoning 
datasets. The best results are boldfaced.

Accuracy Analysis and Comparisons 
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Fig 8: Accuracy (%) of our method compared with chain of thought and plan-and solve prompting
, broken down by the number of reasoning steps required in the expected solution.

Accuracy Analysis and Comparisons 
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Table 2:  Comparison of surpervised fine-tuning and in-context learning in producing QDMR graph and 
related effects on the final reasoning results. The best results are boldfaced. Tip: The first line in ICT-Ours 
and SFT-Ours represents the Accuracy, the second line in ICT-Ours and SFT-Ours represents quality 
evaluation of the QDMR graph generated under the current settings.

Accuracy Analysis and Comparisons 
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Dataset Question QDMR Graph Generated Through In-
context Learning  

QDMR Graph Generated Through  
Supervised Fine-tuning

Musique What is the occupation of the father
of the actor that plays Will Graham
on teh series ‘Hannibal’?

Node#1: Who is the father of the actor that 
plays #4?;Parent:{#4}
Node#2: #1 is the occupation of 
whom?;Parent:{#1}
Node#3: Who plays #4?;Parent:{#4}

Node#1: who plays will graham on hannibal?; 
Parent:{}
Node#2: #1 >>father?; Parent:{#1}
Node#3: What job did #2 have?; Parent:{#2}

GSM8K In a dance class of 20 students, 20%
enrolled in contemporary dance, 25% of 
the remaining enrolled in jazz dance, and 
the rest enrolled in hip-hop dance.What 
percentage of the entire students enrolled 
in hip-hop dance?

Node#1: How many students enrolled in 
hip-hop dance?;Parent:{}
Node#2: How many students enrolled in 
contemporary dance?;Parent:{}
Node#3: How many students enrolled in 
jazz dance?;Parent:{}
Node#4: What percentage of the entire 
students enrolled in hip-hop dance?;
Parent:{#1,#2,#3}

Node#1: How many students are enrolled in 
contemporary dance?;Parent:{}
Node#2: How many students are left after 
contemporary dance?;Parent:{#1}
Node#3: How many students are enrolled in jazz 
dance?;Parent:{#2}
Node#4: How many students enrolled in hip-hop 
dance?;Parent: {#2,#3}
Node#5: What percentage of the entire students 
are enrolled in hip-hop dance?;Parent:{#4}

Table 3:  Examples of QDMR Graph produced by Llama2-7B Model in In-context Learning
and  Supervised Fine-tuning Settings.
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           Answer
direct answer/cot-based 
answer/plan-based answer ...

QDMR-based Answer

Accuracy Stability Interpretability



Research limitations
• The QDMR graph is generated using either prompt-driven techniques or fine-tuning language 

models. However, the current production process of the QDMR graph suffers from a lack of 

fine-grained guidance signals. This deficiency prevents the system from resolving issues such 

as deadlocks, irrelevant paths, or loops within the graph. In our subsequent research, we plan to 

explore the integration of procedural supervision with reinforcement learning techniques, 

including Reward Learning from Human Feedback (RLHF), to provide more precise supervisory 

signals.

• The experiment was conducted exclusively within the contexts of mathematical reasoning and 

commonsense reasoning. In the future, we aim to expand our research to include more diverse 

and complex tasks and scenarios. Moreover, we will delineate the process of problem 

understanding and resolution into two distinct phases, utilizing external tools to perform actual 

operations, aiming to reduce the occurrence of hallucinations.
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