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Introduction—Definition
p Event Relation Extraction (ERE) aims to predict relations, such

as causal and subevent relations, between event mentions or
trigger words in a document



Introduction—Challenges
p Long-Range Dependencies indicates events may be scattered

across multiple sentences

p Information Redundancy refers to the existence of information
non relevant for relation prediction



Approach
p TacoERE: A cluster aware compression method for improving ERE, 

which explores a compression then-extraction paradigm to extract 
event relations



Approach
p TacoERE: Implementation on small 

scale pre-trained language models
(PLMs), such as RoBERTa

n Document Clustering

n Cluster Summarization

n Relation Prediction

n Joint Training



Approach
p Document Clustering aims to

reduce the distance between
events by splitting document 
into intra- and inter-clusters

ØIntra-Clusters  aim to enhance
the relations within the same
cluster

ØInter-Clusters attempt to model
the related  events at arbitrary
distances.



Approach
p Cluster Summarization aims to 

simplify and highlight important 
text content of clusters

p Relation Prediction aims to 
predict the relations based on
the text content from cluster 
summarization



Approach
p Joint Training aims to jointly 

optimize the cluster summarization 
and relation prediction



Approach
p TacoERE: Implementation  on

large language models (LLMs),
such as ChatGPT and GPT-4

n Document Clustering

n Cluster Summarization

n Relation Prediction



Experiments
p Datasets

Ø MAVEN-ERE

Ø HiEve

Ø EventStoryLine

Datasets Documents Evens Temporal Causal Subevent

MAVEN-ERE 4,480 112,276 1,216,217 57,992 15,841

HiEve 100 2,734 - - 3,648

EventStoryLine 258 4,732 8,111 4,584 -



Experiments
p Performance on small scale pre-trained language models 

Results of Causal Relations Results of Sub-Event Relations



Experiments
p Performance on large language models (LLMs)



Experiments
p Case Study



Conclusions
p We propose a novel cluster-aware compression method for event 

relation extraction, namely, TacoERE, which explores a compression-
then-extraction paradigm to extract relations. 

p We utilize document clustering to split the document into intra-
and inter-clusters to allow the modeling of dependencies without 
any reliance on event distance. 

p Experimental results show that our proposed TacoERE outperforms 
existing methods, especially on LLMs, with improvements by 11.2% 
and 9.1% on ChatGPT and GPT-4 respectively.
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