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Motivation

▪ Prompt tuning in few-shot settings, especially continuous prompt tuning,  is favored since it is 

data-efficient, preserves generalization and computationally feasible.

▪ In multimodal field, continuous prompt methods in CLIP-series model is largely explored

CoOP (Zhou et al. 2022) CoCoOP (Zhou et al. 2022) MaPLE (Khattak et al. 2023)

Single modal prompt, 
w/o modality interaction

Single modal prompt, 
w/ modality interaction

Multi modal prompt, 
w/ modality interaction



Motivation

▪ We aim to extend the multimodal prompting research on two aspects

▪ Backbone Architecture: Dual Encoder -> Unified Encoder

▪ Task: Shallow multimodal task (Image Classificaion) -> Deeper multimodal semantic understanding

CLIP, dual encoder VLMo, Unified Encoder



Motivation

▪ In tasks involving image-text semantic understanding, three situations may be encountered:

▪ The label information is contained within the text.

▪ The label information is contained within the image.

▪ The label information emerges from the interaction between the text and the image.

▪ We design three prompt experts, to deal with the three situations

▪ Image and text prompt expert, extract semantic features within a single modality

▪ Unified prompt expert, capturing inter-modality Information

▪ To enable a smooth transition between the single-modal and unified prompts, a block-aware cross-

attention between prompt experts is introduced.



Contribution

▪ Propose a novel mixture-of-prompt-experts, filling the blank in multi-modal continuous 

prompting on unified VLMs.

▪ Present a block-aware prompt fusion mechanism, activates deep interactions and balances the 

twin objectives of single-model specialization and multi-modal fusion.

▪ We conduct experiments on the few-shot multi-modal sarcasm detection and sentiment analysis, 

outperforming the previous state-of-the-art methods.
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Experiments

▪ Task: Multi-modal Sarcasm Detection (Primary), Multi-modal Sentiment Analysis

▪ Backbone model: VLMo

▪ Data:

▪ For MSD, we sampled 32 shots from MSDT (Cai et al., 2019) 

to form training/validation set.

▪ For MSA, we use the sampled data from MVSA-S as Yu et al. 2022.

▪ Metric: Accuracy, F1 (Macro-F1 for MSA)



Comparing Methods (Part)

▪ Multimodal Pre-trained Methods: CLIP, VLMo, InstructBLIP(VLLM)

▪ Multimodal Prompting Methods (on CLIP): CoOP, MaPLE, CMPA

▪ Multi-modal Sarcasm Detection methods: HFM, ResBERT, HKE

▪ Prompting Methods implemented on VLMo: Soft Prompt, P-Tuning, P-Tuning v2



Results

▪ On sampled MSDT



Results

▪ Ablation Study

▪ Model Analysis

▪ Prompt length

▪ Block number

▪ Training shots



Results

▪ On sampled MVSA-S



Conclusion

▪ MoPE-BAF, a new multi-modal soft prompt framework catering to unified VLMs for few-shot 

multi-modal tasks.

▪ two prompt experts to serve the text and image modality separately with a better specialization ability

▪ activate the interactions of prompt experts by inserting cross-modal prompt attention between 

adjacent Transformer blocks

▪ Future Work

▪ incorporate task-related external knowledge into prompt design

▪ MoPE has high sensitivity, how to control it?
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