
LREC-COLING 2024



Background



Motivation

Potential Drawbacks:
• the limited context length
• additional retrieval steps leading to cumulative errors
• plays a passive role

Question:
Can we develop a language model capable of autonomously solving problems 
without the external prompt guidance ?

                                   



Comparison



Problem Formalization
Let’s first agree on the abbreviations for the terms:



Unified Conditional Probability Decomposition

Query categories:
• Solvable: translation, sentiment analysis …
• Verifiable : mathematical reasoning, factual matters … 
• Unsolvable: real-time, multimodal …



Efficient Dataset Construction



Efficient Dataset Construction



Dynamic Rehearsal for Scalability

𝐶!"#: categories of newly introduced tool 
𝐶$%& : categories of tools already learned

t : the current training epochs
𝛼 𝑡 ∶ the proportion of sampling from old tools in training dataset at epoch t

𝛾    : The hyperparameter that controls the increment of 𝛼 𝑡 each epoch until it equals  to  
!!"#

!$%&"!!"#



Tool Statistics

For each API, 800 for training, 100 for validation, and 100 for testing



Baseline && Evaluation

We chose Alpaca 7B as our base model to training on the dataset.

Baseline: Alpaca, Vicuna, Llama2Chat, GPT-3.5 and GPT-4.

We employ accuracy to evaluate the four aspects : Whether, Which, How and  
Success.



Result



Result

Bad case analysis: 1.Overconfidence.  2.Disregard.



Dynamic Rehearsal for Scalability

Table 4: The success rate under the scenario of continual learning



Ablation

Table 5:An in-depth ablation on the Unified Conditional Probability Decomposition



Conclusion

• Unified conditional probability decomposition

• Reformat for Efficient dataset construction

•   Dynamic rehearsal strategy for Scalability



Thank you


