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Motivation

I’m an AI bot…
I don’t have a personality! To make a human㎼like 

conversational AI
• Pre㎼train models with massive 

amount of human㎼annotated data
• Augment human㎼annotated data

and use it as an auxiliary training 
data

• Give dialogue agents with distinct 
personas or rolesWe want human-like chit-chat!!!

Conversational AI vs. Human Conversations
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Contribution

• Present a pipeline designed for personality㎼based dialogue 
generation using LLMs

• Release a Korean personality㎼based multi㎼turn dialogue dataset 
enriched with personality, created through our pipeline

• Conduct a comprehensive analysis of the dataset gathered 
using our pipeline and explore the LLM㐱s perspective on 
personality

• Fine㎼tune a Korean pre㎼trained generation model with our 
dataset to assess its effectiveness
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Method ㎼ Assumption

Person 1 Person 2

1

Two interlocutors
• Person 1 ㎾ System
• Person 2 ㎾ User
• Each has personalities

Person 2 initiates the conversation 
• Reflects the real㎼world chatbot 

interaction scenario
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Method ㎼ Overview
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Method ㎾ STEP 1 㖅 2
Personality Setting Profile Selecting

Person 1

Person 2

• Set the personality of interlocutors
• Randomly select a personality statem

ent based on the Big Five personality

Profile
Info

• Leverage profile information for topical 
diversity of the generated dialogue

• LLM selects the profile information giv
en the designated personality
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Method ㎾ STEP 3
Dialogue Generation
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Method ㎾ STEP 4
Dialogue Filtering

• Utilize the self㎼evaluative capacity of LLMs

Conditions 
used in ST
EP 3
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Method ㎾ STEP 5
Dialogue Regeneration

• Negative dialogues are re㎼prompted with the same generation conditions us
ed in STEP 3 ㏖Dialogue Generation㏗ and then go through the filtering process

• Guarantee the quality of the generated dialogue

Positive 
Dialogue

Negative 
Dialogue

Dialogue
Regeneration

Positive Dialogue Example
Person2: What have you been up to lately?
Person1: I've been paddleboarding. It's really fun!
Person2: Oh, I don't really like that. I feel like it draws too 
much attention.
Person1: You should try it once. You might end up liking i
t.
Person2: No, I just prefer to be quiet. How do you always 
start conversations with people?
Person1: It's just my nature. I enjoy talking to people. It e
nergizes me.
Person2: I wish I could do that. But I'm happy just being 
quiet.
Person1: That's your style, and I like that about you.
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Data Analysis
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Data constitution and statistics of PSYDIAL Top㎼5 selected profiles in Profile Selecting 



Data Analysis
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Effectiveness of Dialogue Filtering 

• Upper: Text embeddings during 
Dialogue Filtering stage. 

• Lower: Dataset distribution across 
three iterations of filtering and 
regeneration 



Experimental Detail
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Model configuration
• Pre㎼trained Models
• Fine㎼tuning using the Chit㎼Chat Dataset
• Fine㎼tuning using Our Dataset
Baseline Model
• KoGPT2, KoBART, Kolang㎼T5, KoDialoGPT
Evaluation Metric
• BLEU
• ROUGE
• Perplexity
• Personality accuracy



Result

Pre㎼trained model

Pre㎼trained model
with system person
ality setting

Fine㎼tuned with a 
chit㎼chat dataset

Fine㎼tuned with 
our dataset

Fine㎼tuned with 
our dataset with 
personality setting
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Conclusion

• Propose end㎼to㎼end personality㎼based dialogue generation 
pipeline
• Five㎼step processes mirroring the real㎼world chatbot 

interaction scenario
• Release a PSYDIAL dataset
• Korean multi㎼turn chit㎼chat dataset focused on personality

• Applicable to non㎼dialogue tasks and various languages
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