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Task Statement

• Doc-to-Doc Non-Autoregressive Translation
Ø Long Sequence Modeling: Implement non-autoregressive modeling in doc-to-doc scenarios

Ø Model Acceleration: Impove the Doc-to-Doc model inference speed
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Challenge

• Doc-to-Doc AT Model

Ø Decoding speed slowly: The AT model needs to be decoded step-by-step.

Ø The accumulation of errors: Exposure bias exists in the training process.

• Doc-to-Doc NAT Model Training Failed

Ø Excessively large search space of decoding path

Ø CTC –based method: The search space increases quadratically with 

the length of the source sequence. 

Ø Excessively large attention hypothesis space

Ø Attention-based method: The hypothesis space increases 

quadratically with the length of the source sequence.
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Motivation

• Decoding Path Space Pruning

Ø Assume the source document sequence is aligned with the sentences in 

the target document sequence.

Ø Prune the decoding path space in CTC-based model by fixed the 

position of each sentence start/end token in target document sequence.

• Attention Hypothesis Space Sparsity

Ø Apply local bias to each sentence of the document  in the attention layer.

Ø Introducing additional start/end token to encode sentence-level information, and 

applying context bias to learn document-level contextual information
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Method

• Sentence-Aligned CTC method

Ø Source/Target document sequence

Ø Calculates the position of B/E token
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Method

• Context-Aware Architecture

Ø Group tag/Category tag

Ø Local/Context Attention



6

Method

• Context-Aware Architecture

Ø Sentence-Aligned Softcopy

Ø Hierarchical Attention Structure

    The top two layers of the model apply context attention

    Other layers at the bottom of the model apply local attention
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Method

• Overall framework
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Experiment

• Results on En-De benchmark datasets

Ø Our method implements non-autoregressive modeling in document-to-document translation scenarios;

Ø Our method achieves competitive performance with the document-level AT baseline on TED, and News datasets
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Experiment

• Results on Model Acceleration

Ø Our method can significantly accelerate model decoding in document-to-document translation
scenarios;

Ø Compared with deep encoder + shallow decoder and sentence-level parallel context-aware method,
the acceleration effect of our method is more significant.
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Experiment

• Results on discourse phenomena

Ø We evaluate the discourse modeling capabilities of document-level non-autoregressive methods and
find that better results are achieved on document-level distillation datasets

Ø Compared with the AT baseline system, the performance gap of the discourse phenomenon is still
relatively large.
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