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Input: 李 强 成 立 广 东 染 料 厂 。

CNER (Chinese Named Entity Recognition):

Recognizing the entities with specific meanings in Chinese text.

Task Definition

ORGPERCNER:

Figure 1: An example sentence with its CNER result: “李强(Li Qiang)

成立(sets up)广东(Kwangtung)染料(Dyestuff)厂(Plant).”
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• In Chinese, word information plays a very important role in NER. However, the integration

of CNER and word information through previous methods is indirect and shallow.

• Existing methods usually only consider single-grained word segmentation.

Motivation
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• Unified MWS-POS-NER representation and data

• Jointly modeling MWS-POS-NER with a two-stage parsing

• Extensive experiments and in-depth analysis

Contributions
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Figure 2: An example sentence of its Chinese

MWS-POS-NER tree.

Data Representation

Representing MWS, POS, and NER in a unified manner by constructing the MWS-POS-

NER tree structure.
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Data Construction
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Figure 3: An example of how a MWS-POS-NER tree is generated.

Step 1: Generating MWS tree with POS

tags.

I. Training two conversion models.

II. Converting to PPD-side and MSR-side

WS&POS results.

III. Representing the three different

WS&POS results in the MWS-POS

tree.

Step2: Attaching NE labels to MWS-POS

tree.

• Attaching an extra NE label to its corre-

sponding word non-terminal.

• Adding a new non-terminal node for the

corresponding entity.



LREC-COLING 2024 Natural Language Processing Lab

Two-stage Parsing Framework
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First-stage: Predicting MWS tree with POS tags.

Second-stage: Recognizing named entities.

Figure 4: The architecture of the two-stage joint parsing 

framework.
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Model Architecture
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Inputs: Character embedding

Encoder: Three layers BiLSTM or BERT

Boundary representation: Two separate MLPs

Biaffine Scorer: Figure 4: The architecture of the two-stage joint parsing 

framework.
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Training Loss
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First-stage: TreeCRF Loss

Second-stage: Cross Entropy Loss

Overall training loss
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Datasets

10/14

Table 1: Numbers of sentences and entities in OntoNotes4 and OntoNotes5 datasets.

Ontonotes4 & Ontonotes5



LREC-COLING 2024 Natural Language Processing Lab

Experimental Results 
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Table 2: Development results on OntoNotes4 and OntoNotes5 datasets.

After introducing lexicon information or BERT encoder, the performance of

the Joint model is superior to the ‘Char-based’Baseline on both datasets.
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Experimental Results 
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Table 3: Comparison with previous works.

• Joint model achieves comparable performance

with other latest models on OntoNotes4.

• Joint model achieves state-of-the-art results on

OntoNotes5.
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Experimental Results 
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Table 4: Ablation studies on models with BERT.

• Joint framework is better than pipeline

framework.

• MWS is better than SWS. Coarse SWS is

the best among SWS.

• POS is further helpful for CNER.

• PROPN constraint and distinguishing label

space are effective.
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The End
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Thanks for your time!

Questions?
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