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➢ In many real life dialogue scenarios, each speaker has an official role (e.g. user or 

agent) acting for corresponding responsibility.

➢ Each role has its own view and goal. It is possible and important to summarize the 

main content of each role.

➢ Lin et al. (2021) proposed the role-oriented dialogue summarization task and 

construct a related-dataset CSDS based on Chinese customer service dialogues.
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➢ Interaction between different roles is crucial for the 

role-oriented dialogue summarization.

 Interaction can help track the key information 

scattered across different roles

 Interaction can help understand the main 

content of each role
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➢ Existing methods do not build mechanisms for the encoder to understand interaction 

patterns between different roles.

➢ The encoder can not fully comprehend the role-level interaction from the flat-concatenated 

utterances, thus the summarization model are prone to ignore vital interaction clues in 

dialogue and generate inaccurate summaries .

➢ We propose a Contrastive Learning based Interaction-Aware Model (CIAM) for the role-

oriented dialogue summarization task.



1-Introduction

5

Our Contributions：

➢ We propose an interaction aware contrastive learning method, which could help the 

model capture interaction patterns between different roles

➢ We employ decoder start tokens to control what kind of summary to generate which 

could generate different summaries with a unified model and can utilize the relatedness 

between different role's summaries. 

➢ Our method can be applied to different seq2seq models and can outperform previous 

SOTA models and powerful LLMs on two public datasets CSDS and MC.
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Task Formulation :

Source: A dialogue D containing m utterances 𝑢1, … , 𝑢𝑚 and p roles R = 𝑟1, … , 𝑟𝑝
. By concatenating all the utterances and related speaker roles, we obtain the final 

input 𝑥1, … , 𝑥𝑛 .
Target: A summary for each role: 𝑦𝑢𝑠𝑒𝑟 , 𝑦𝑎𝑔𝑒𝑛𝑡 and a summary for the whole 

dialogue 𝑦𝑓𝑖𝑛𝑎𝑙

All public datasets for this task have two roles, one asking questions (user, patient) 

and one answering questions (agent, doctor).
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{ℎ1, … , ℎ𝑛} = Encoder ({𝑥1, … , 𝑥𝑛})

Encoder:

−෍

𝑖=1

𝑇

log𝑃(𝑦𝑖 ∣ 𝑦<𝑖 , 𝑏𝑜𝑠, 𝑋)

Interaction-Aware Contrastive 

Learning 

Role-Oriented Decoder：

employ different decoder start tokens to 

control what kind of summary to generate
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𝐻𝑢 = 𝐻⊙𝑚𝑢,
𝐻𝑎 = 𝐻⊙𝑚𝑎 ,

Self-Representations

𝐴𝑢2𝑎 = softmax
𝐻𝑢 𝐻𝑎 𝑇

𝑑
+𝑀𝑢2𝑎

𝐴𝑎2𝑢 = softmax
𝐻𝑎 𝐻𝑢 𝑇

𝑑
+𝑀𝑎2𝑢

Cross-Representations

𝐶𝑢 = 𝐴𝑢2𝑎 ⊙𝑚𝑢 𝐻𝑎

𝐶𝑎 = 𝐴𝑎2𝑢 ⊙𝑚𝑎 𝐻𝑢

Interaction-Aware Representations

𝐻
~
𝑢 = 𝐻𝑢 ⊕𝐶𝑢 𝑊𝑢,

𝐻
~
𝑎 = 𝐻𝑎 ⊕𝐶𝑎 𝑊𝑎 ,
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Positive Sample: The original dialogue D

Negative Samples: destroying interactions between different roles in dialogue

➢ Keep all utterances of the user and mask all utterances of the agent. 

➢ Then randomly select a different dialogue 𝐷
~

and sample a consecutive of utterances 

of the agent in 𝐷
~

to fill the masked utterances of D. Repeat the process until all the 

masked utterances in D has been filled.

➢ Repeat this operation multiple times and generate K negative samples.

➢ Keep all utterances of the agent and replace all utterances of the user, obtaining 

another K negative samples. Finally, obtain 2K+1 samples, the first sample is the 

positive sample

➢ We generate 𝐻𝑖
𝑢 , 𝐻𝑖

𝑎 , 𝐻
~

𝑖
𝑢, 𝐻

~

𝑖
𝑎 for the i-th sample.
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InfoNCE Loss

Total Loss
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Dataset: 
CSDS: Customer Service

MC: Medical Inquiry

Baselines:
➢ BERTAbs and BART (Lewis et al., 2020)

➢ BERT-CIAM and BART-CIAM

➢ BERT-both and BART-both: assign each role a specific decoder and employ two attentions to 

model interaction between  roles 

➢ BERT-RAC and BART-RAC: employ a discrete role prompt to control model for different 

summaries, and employ a centrality model to capture salient utterances

➢ BERT-GLC and BART-GLC: employ global-to-local centrality scores to capture sub topics on the 

basis of RAC
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Ablation Study:

w/o IACL: without interaction-aware contrastive learning
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Comparasion with LLMs

➢ ChatGPT (gpt-3.5-turbo-0613) and GPT4 

(gpt-4-0613)
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Human Evaluation

Score (0,1,2):

➢ Informativeness: whether the generated summary 

could correctly contain the key information

➢ Conciseness: whether the generated summary could 

avoid redundant and unnecessary information

Human Preference:
Ask evaluators to select a best summary or several best 

summaries from the generated summaries of different models



Thanks  for  watching!
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