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1-Introduction

» In many real life dialogue scenarios, each speaker has an official role (e.g. user or
agent) acting for corresponding responsibility.

» Each role has its own view and goal. It is possible and important to summarize the
main content of each role.

» Linetal. (2021) proposed the role-oriented dialogue summarization task and
construct a related-dataset CSDS based on Chinese customer service dialogues.
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Dialogue

0A: A A 4 =T vAHF 85 #:49°5 . (Is there anything I can help with?)

1 Q: #&7 % &9 B 6 =T VA f’_#@ 5 ? (Can I change the address of the goods I
purchased?)

2A: THZBGAMA T 4%, (It cannot be changed after placing the order.)

3Q: A& FLH"E, (Then I'll cancel.)

2A: AAIT E£499% . (Which order is it?)

3Q:[iIT#%5]. ([Order Number])

6Q: H£L2FUH T . (I have canceled.)

TA: &I ? B AR T —3F 4 % (Cancel all? You only canceled a part of it.)
8Q: W ASIUH, MMy B -TXIKITE L AIUA . (Please cancel all of it. Other parts
cannot be canceled because of associated orders.)

BA: ¥F8y, A, INTER=ZFHEW, FTEHEFHE—T. (Okay, justa
moment. This order is from a third-party merchant and needs to be reviewed by the

merchant.)

9Q: ¥4 . (Ok)

10A: LA EAeE &4 fed9°D . (Is there anything else you need help with?)
10Q: % T .##t. (Thatis all, thanks.)

11A: Eif/e) £ 4, B W . (Thank you for your support, goodbye.)

Rl e K e B s it & R kit AP A2 EIRA

User BhBCH A 2RiT % . (The user asked whether the address
Summary | of the purchased product could be changed. The user
wants the agent to help cancel all orders.)

EIREE R PG BPE AP T o B R S A e R T #

Agent | F] 89K 7T LAiR B, (The agent replied that the user can
Summary | modify the|addresy. The agent replied that coupons used
can be returned 1f the order is canceled.)

A PR lE B ot 2k, EREATTEE
T ke AP HA2ERBHBGELIITE., EREAT
Final | ™ £ P X4 . (The user asks whether the address of the

Summary | Purchased product could be changed. The agent says it
" | was not possible after placing the order. The user wants
the agent to help cancel all orders. The agent says it needs
to be reviewed by the merchant.)

>

Interaction between different roles is crucial for the

role-oriented dialogue summarization.

O Interaction can help track the key information
scattered across different roles

O Interaction can help understand the main
content of each role
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» EXxisting methods do not build mechanisms for the encoder to understand interaction
patterns between different roles.

» The encoder can not fully comprehend the role-level interaction from the flat-concatenated
utterances, thus the summarization model are prone to ignore vital interaction clues in
dialogue and generate inaccurate summaries .

» We propose a Contrastive Learning based Interaction-Aware Model (CIAM) for the role-
oriented dialogue summarization task.
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Our Contributions:

» We propose an interaction aware contrastive learning method, which could help the
model capture interaction patterns between different roles

» We employ decoder start tokens to control what kind of summary to generate which
could generate different summaries with a unified model and can utilize the relatedness
between different role's summaries.

» Our method can be applied to different seq2seq models and can outperform previous
SOTA models and powerful LLMs on two public datasets CSDS and MC.
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Task Formulation :

Source: A dialogue D containing m utterances {u, ..., u,,} and p roles R = {ry, ..., 7,,}
. By concatenating all the utterances and related speaker roles, we obtain the final
input {x4, ..., x, }.

Target: A summary for each role: y%sé, y®9¢nt gnd a summary for the whole
dialogue y/inat

All public datasets for this task have two roles, one asking questions (user, patient)
and one answering questions (agent, doctor).
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Encoder:

(hy, ..

,h,} = Encoder ({xq, ..., x,})

NLL Loss
\\\ Contrastive Loss [ user summary ] [ <eos> ]
\\ [ agent summary ] [ <eos> ]
[ Interaction-Aware Contrastive Learning J [ final summary || <eos> |
I‘ [ A *
A -F—F——F — —F — — + —— = |
| '
/I | [h1 ] [hz ] [ h, ] [ h, ] [ h; ] [ hg ] ----- J, > Role-Oriented Decoder
; L= ~ y
/

AL s )| GOGIGI6)

user summary

agent summary

DEHEHE- @
| | <abos> ||
user sent agentsent  usersent ... <fbos> ||

final summary

)

Role-Oriented Decoder:

control what kind of summary to generate

T
=) logP(y; | yai, bos, X)
i=1

Interaction-Aware Contrastive
employ different decoder start tokens to Learning
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OO0 AQO Self-Representations
Positiveszﬂ\legati"e HY*=H(Om"
o0 > {-— —=< . 60| Ha=H@ma:
SEEEEE BEEEEE
Wan (any Vd
Ha(Hu)T

v ~ by Ce
Bl T e

[ Masked Attention ] C* = (Ayq © m*)H®
Ca = (AaZu @ ma)Hu

H" H"
4[ gl ] g , Interaction-Aware Representations
m" m‘

| User Mask [ Agent Mask | H® = (H* @ cH)wH,
) (h,) () (0, (Bs]) (8, H* = (H*@ CHW?,

Cross-Representations
Hu(Ha)T

Ay = softmax( + Mu2a>
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Positive Sample: The original dialogue D
Negative Samples: destroying interactions between different roles in dialogue
» Keep all utterances of the user and mask all utterances of the agent.

» Then randomly select a different dialogue D and sample a consecutive of utterances

of the agent in D to fill the masked utterances of D. Repeat the process until all the
masked utterances in D has been filled.

» Repeat this operation multiple times and generate K negative samples.

» Keep all utterances of the agent and replace all utterances of the user, obtaining
another K negative samples. Finally, obtain 2K+1 samples, the first sample is the
positive sample

> We generate H;* , H* , H*, H* for the i-th sample.
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INfONCE Loss

Faim(H‘f I—:’{i)fr

—Cu.ﬁ-r_r — _l Z(3R+lj gzm(H H )f

qim(H“ H“),f‘r

1

'Cagmlt - =

'Ccon — ‘C’U,SET" + f'a,gﬂnt-

Total Loss

L= £n££ + ")’Econ

2{2K+1} sim(H® He) /7’

10
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Dataset:
CSDS: Customer Service
MC: Medical Inquiry

Baselines:

» BERTADbs and BART (Lewis et al., 2020)

» BERT-CIAM and BART-CIAM

» BERT-both and BART-both: assign each role a specific decoder and employ two attentions to
model interaction between roles

» BERT-RAC and BART-RAC: employ a discrete role prompt to control model for different
summaries, and employ a centrality model to capture salient utterances

» BERT-GLC and BART-GLC: employ global-to-local centrality scores to capture sub topics on the
basis of RAC

11
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CSDS ROUGE-1 ROUGE-2 ROUGE-L BERTScore
BERT 55.41/52.71/49.61 | 39.42/36.39/33.88 | 53.41/50.45/46.88 | 78.52/79.23/76.39
BERT-Both | 57.24/57.36/51.92 | 40.12/40.70/36.37 | 54.87/55.17/49.52 | 79.85/80.70/77.23
BERT-RAC | 57.35/57.75/52.23 | 40.34/41.05/36.75 | 55.12/55.53/49.89 | 79.89/80.69/77.27
BERT-GLC | 57.59/58.14/52.34 | 41.28/41.84/36.48 | 55.74/55.86/50.16 | 79.89/80.71/77.28
BERT-CIAM | 57.66/58.73/52.55 | 41.12/42.01/36.92 | 55.51/56.72/50.20 | 79.90/81.25/77.39
"W/0IACL | 56.24/57.20/51.21 | 40.28/40.92/36.09 | 54.38/55.29/49.16 | 79.61/80.89/76.79
~ BART 58.66,/60.35/54.13 | 43.35/45.09/39.37 | 56.60/58.13/51.18 | 79.54/81.14/77.31
BART-Both | 59.21/60.53/54.22 | 43.88/45.39/39.96 | 57.32/58.28/51.90 | 79.74/81.37/77.41
BART-RAC | 59.86/61.67/54.83 | 44.42/46.14/40.29 | 57.86/59.45/52.43 | 79.97/81.92/77.60
BART-GLC | 60.07/61.72/54.82 | 44.55/46.21/40.11 | 58.06/59.51/52.46 | 80.10/81.90/77.61
BART-CIAM | 60.27/62.21/55.04 | 44.63/46.35/40.46 | 58.20/59.88/52.69 | 80.01/82.03/77.63
"W/OIACL | 59.39/61.69/54.68 | 43.85/46.13/40.12 | 57.34/59.37/52.39 | 79.77/81.88/77.58

Ablation Study:

w/o IACL: without interaction-aware contrastive learning

12
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MC

ROUGE-1

ROUGE-2

ROUGE-L

BERTScore

BERT
BERT-Both
BERT-RAC
BERT-GLC
BERT-CIAM

84.07/95.13/31.66
84.69/95.19/82.11
85.12/95.50/82.62
85.64/95.49 /82.87
85.87/95.96 /83.04

84.83/95.20/82.25

79.90/94.50/76.73
80.76/94.63 /77.49
81.30/94.80/77.91
81.44/94.97/78.05
81.82/94.98/78.53

80.93/94.59/77.63

83.04/95.08/80.42
83.68,/95.14/80.92
84.07/95.72/81.36
84.16/96.10/81.57
84.62/96.11/81.69

§4.02/95.21/80.96

02.68/97.86/91.71
93.02/97.90/91.91
03.11/97.89/92.29
93.15/97.92/92.36
93.39/98.16,/92.14
03.05/97.88/91.95

BART
BART-Both
BART-RAC
BART-GLC
BART-CIAM

w/o IACL

88.37/95.42/86.33
88.52/95.63/87.06
89.43/96.78/88.21
89.55,/96.84/88.47
89.85/96.86 /88.73

88.87/96.23/87.95

84.75/94.99/82.33
85.22/95.42/82.89
86.29/95.86/84.58
86.47/96.14/84.62
86.93/96.31 /84.56

85.78/95.84/83.71

87.38/95.37/85.30
87.55/95.96/85.79
88.47/96.12/%6.56
88.56/96.23 /86.77
88.83,/96.74/86.84

87.96/96.10/86.14

03.65/97.94/92.63
93.72/97.89/92.67
04.01/98.13/92.84
04.17/98.25/92.96
94.26/98.55,/92.90
03.80/98.06/92.78
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Comparasion with LLMs R —FLF X B, oA AR PR AR, B

7 64 ) 2 fe B B 3T 35 695 4R 48 & . (Given a Chinese customer
» ChatGPT (gpt-3.5-turbo-0613) and GPT4 service dialogue, please generate a summary for the user, a

(g pt-4—0613) summary for the agent, and an overall summary for the whole

A e e o™

CSDS ROUGE-1 ROUGE-2 ROUGE-L BERTScore our examples:)

BART-CIAM | 60.27/62.21/55.04 | 44.63/46.35/40.46 | 58.20/59.88/52.69 | 80.01/82.03/77.63
ChatGPT | 51.96/48.85/46.21 | 33.80/31.76/28.56 | 48.25/44.98/42.25 | 75.46/76.74/73.90
GPT4 53.04/49.78/47.97 | 35.10/32.98/30.97 | 49.72/46.32/43.98 | 77.12/77.15/75.10

L L e S \.‘uul-ll ul_l.l.ll.]l.l.ul.-‘r '_J

{ User Summary }

F R A% %E . (Agent Summary:)
{ Agent Summary |}

E ARG E . (Overall Summary:)

{ Final Summary }

H AT & a3t iE A e B PR, FIRE & LR g £,
(Please generate the user summary, the agent summary, the overall
summary for the following test dialogue:)

#t4&: (Dialogue:)

{ Dialogue }

Fl 7 48 % : (User Summary:)
FRA4#%E . (Agent Summary:)
EARIH £ . (Overall Summary:)
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Human Evaluation

Score (0,1,2):

» Informativeness: whether the generated summary
could correctly contain the key information
» Conciseness: whether the generated summary could
avoid redundant and unnecessary information

Human Preference:
Ask evaluators to select a best summary or several best

summaries from the generated summaries of different models

CSDS

Informativeness

Conciseness

Human Preference

GPT4
BART
BART-GLC
BART-CIAM

1.45/1.38/1.34
1.52/1.48/1.42
1.48/1.44/1.45
1.59/1.51/1.53

1.29/1.16/1.19
1.10/1.18/1.16
1.43/1.46/1.53
1.54/1.58/1.56

0.40/0.30/0.29
0.19/0.38/0.31
0.45/0.45/0.40
0.57/0.56,/0.53

15



anks for watching




	幻灯片 1
	幻灯片 2
	幻灯片 3
	幻灯片 4
	幻灯片 5
	幻灯片 6
	幻灯片 7
	幻灯片 8
	幻灯片 9
	幻灯片 10
	幻灯片 11
	幻灯片 12
	幻灯片 13
	幻灯片 14
	幻灯片 15
	幻灯片 16

