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Background

 Backdoor Attacks aim to create robust links between triggers and target labels in the victim model.

Figure 1: Common Process for Backdoor Attacks [1]

 Process

 Attackers insert triggers into clean samples, and
modify true labels to target labels, thereby generating
poisoned samples.

 Training on the dataset injected with such poisoned
samples will implant victim models with backdoors.

 Backdoored models will compulsively predict specified target labels when presented with samples containing
the trigger, without affecting accuracy on clean samples.

[1] Yan J, Gupta V, Ren X. BITE: Textual Backdoor Attacks with Iterative Trigger Injection. ACL 2023.



Background

 Existing Textual Backdoor attacks

 Word-Level Backdoor Attack Methods: typically rely on rare word insertion or synonym substitution.

 Limitations for word-insertion based attacks: Existing backdoor defenses, can easily detect word-
insertion based attacks.

 Limitations for synonym-substitution based attacks: Poisoned text after substitutions exhibit poor
fluency, high perplexity, and grammatical errors, reducing attack stealth.

 Sentence-Level Backdoor Attack Methods: use fixed sentence insertion or stylistic/syntactic
transformations as trigger patterns.

 Limitations: These methods significantly alter sentence semantics, suggesting that model
prediction shifts stem primarily from semantic rather than triggers.



Motivation

 How can the fluency and semantic fidelity of poisoned
texts be improved, while maintaining the effectiveness
of backdoor attacks?

 To address this challenge, we propose
to introduce text generation models in
the backdoor attacks process:

 Text generation models have the capability to
synthesize fluent and content-relevant text
based on given prompts that humans often
cannot distinguish from authentic text.

 Instead, NLP models identify potential features
present in AI-generated text, thereby effectively
build backdoors.



Methodology

 We consider two generative methods: continued writing and paraphrasing.
 We implement backdoor attacks under three scenarios.



Methodology

 Data Poisoning
 We aim to publish a poisoned dataset containing AI-generated text to backdoor 

models trained on it. 

 Attribute-Enhanced Data Poisoning: we propose employing attribute control to
fine-tune generators, enabling the generated text exhibits a specified attribute.
This helps to emphasize the differences between the generated and original
text, making it more suitable for the victim model to identify trigger patterns.

Using native generator with frozen parameters as reference model, we constrain the
output distribution of the attribute generator to closely match that of the native generator.

we feed the generated text
into a well-trained attribute
discriminative model 𝐶𝐶 and
optimize the generator 𝐺𝐺 to
maximize confidence for the
specified attribute label 𝑦𝑦𝑐𝑐.



Methodology

 Model Poisoning
 we aim to publish a backdoored downstream model. We can

control the training process and give feedback to the generator
while backdooring. Fine-tuning the generator produces text more
suited for attacking downstream tasks.

The cross-entropy loss
of clean task.

The cross-entropy loss
of backdoor task.

The fidelity loss to maintain 
the semantic space.



Methodology

 Pre-training Poisoning
 We aim to release a backdoored pre-trained model. We train multiple

generators with different attributes and align texts generated by them with pre-
defined output representations in PLMs, allowing texts generated by different
generators to hit different labels of the downstream task.

 Align text containing different attributes with distinct backdoor representations.

 Align the output features of the backdoored and clean PLM on clean data



Experiments

 Task & Dataset
 Sentiment Analysis: SST-2, IMDB, Yelp
 Toxicity Detection: Twitter, OLID
 Topic Classification: Agnews

 Victim Model
 BERT
 RoBERTa

 Baseline Methods
 Data Poisoning: BadNL, StyleBkd, SynBkd, BTB, TrojanLM
 Model Poisoning: RIPPLES, EP, LWP, LWS, SOS
 Pre-training Poisoning: NeuBA, POR, UOR

 Evaluation Metrics

 Effectiveness: 
 ASR (Attack Success Rate)
 ACC (Clean Accuracy)

 Stealthiness: 
 PPL (Perplexity, computed by GPT-2-Large, 

measuring the impact on fluency)
 SIM (Semantic Similarity, computed by USE, 

measuring the semantic fidelity)

 Setup



Experiments

 Main Results

 Results of continued writing-based attacks on BERT and RoBERTa for data poisoning.



Experiments

 Main Results

 Results of continued writing-based attacks on BERT and RoBERTa for model poisoning.



Experiments

 Results of continued writing-based attacks for pre-
training poisoning.

 Results under varying poison rates.

 Poisoned text obtained using different generators.



Thanks for your listening!
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