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Contributions

• Novel approach to aligning abstract meaning representation

(AMR) graphs.

• New summarization based scoring methods for similarity of

AMR subgraphs composed of one or more sentences.

• The entire reusable source code to reproduce our results.
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Abstract Meaning Representation (AMR)

AMR captures “who is doing what to whom” as semantic

representation language that describes the abstract meaning of a

sentence1.

Example: “Joe’s dog was chasing a

cat in the garden.”

1 # ::snt Joe 's dog was chasing a cat in...

2 (c / chase-01~e.4

3 :ARG0 (d / dog~e.2

4 :poss (p / person

5 :name (n / name

6 :op1 "Joe")))

7 :ARG1 (c2 / cat~e.6)

8 :location~e.7 (g / garden~e.9))

Penman Notation

chase-01

doggarden cat

location

person

name

“Joe”

name

op1

ARG0 ARG1

poss

Directed Acyclic Graph

1Banarescu et al., “Abstract Meaning Representation for Sembanking”

2013 [1]
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Propbank

PropBank2: verb database of word senses.

• Roleset: chase-01

• Role 0 (ARG0)

• Description: follower

• Function: prototypical

agent

• Concept instance: dog

• Role 1 (ARG1)

• Description: thing

followed

• Function: prototypical

patient

• Concept instance: cat

chase-01

doggarden cat

location

person

name

“Joe”

name

op1

ARG0 ARG1

poss

2Kingsbury et al., “From TreeBank to PropBank” 2002 [5]
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AMR Token to Graph Alignment

Sentence A: I saw Joe’s dog, which was running in the garden.

Sentence B: The dog was chasing a cat.

chase-01

dog cat

ARG1ARG0

see-01

i dog

person

name

“Joe”

run-02

garden

locationname

op1

ARG1ARG0

ARG0-ofposs

Summary: Joe’s dog was chasing a cat in the garden.

chase-01

dog garden cat

location

person

name

“Joe”

name

op1

ARG0 ARG1

poss

(a) (b)

Example taken from Liu et al. 20153.

3Liu et al., “Toward Abstractive Summarization Using Semantic

Representations” 2015 [7]
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Flow Network Origins

1. 1930: A. N. Tolstŏı on Soviet railroad planning4

2. 1962: Ford-Fulkerson max-cut min-flow algorithm5

4Schrijver, “On the History of the Transportation and Maximum Flow

Problems” 2002 [8]
5Ford et al., “Flows in Networks” 1962 [3]
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What is a flow network?

G = (V, E) a flow network is a graph

f : E → R a s-t flow that assigns a flow

∀e,∈ E , 0 ≤ f (e) ≤ ce capacity constraint

∀v ,∈ V
∑

e into v

f (e) =
∑

e leaving v

f (e) conservation of flow constraint
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AMR Graph Alignment

“Graph component alignment”: the process of connecting two

separate components together as a connected bipartite graph.
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Create AMRs

Human annotated AMR graphs from the “proxy report” used6.

Sentence A: I saw Joe’s dog, which was running in the garden.

Sentence B: The dog was chasing a cat.

chase-01

dog cat

ARG1ARG0

see-01

i dog

person

name

“Joe”

run-02

garden

locationname

op1

ARG1ARG0

ARG0-ofposs

Summary: Joe’s dog was chasing a cat in the garden.

chase-01

dog garden cat

location

person

name

“Joe”

name

op1

ARG0 ARG1

poss

(a) (b)

6Knight et al., Abstract Meaning Representation (AMR) Annotation Release

3.0 2021 [6]
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Create Graph Components

Create source and summary components.

chase-01

d/dog cat

ARG1ARG0

see-01

i d/dog

person

name

“Joe”

run-02

garden

locationname

op1

ARG0-ofARG0

ARG0-ofposs

coreference

source

I saw Joe’s dog, which 

was running in the garden.
The dog was chasing a cat.
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Add Alignment Edges

Connect the source and summary components as a bipartite graph.

ARG0 location

poss

ARG0ARG0 ARG1

poss ARG0-of

location

location

location

(a) (b)

name

op1

name

op1

chase-01

dog garden

chase-01see-01

i dog

run-02

garden

summary

person

name

“Joe”

person

name

“Joe”

source

I saw Joe’s dog, which 

was running in the garden.

The dog was 

chasing a cat.

Joe’s dog was chasing a 

cat in the garden.
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Finalize the Flow Network

Add source and sink flow network nodes.

ARG0 location

poss

ARG0ARG0 ARG1

poss ARG0-of

location

location

location

(a) (b)

name

op1

name

op1

chase-01

dog garden

chase-01see-01

i dog

run-02

garden

summary

person

name

“Joe”

person

name

source

I saw Joe’s dog, which 

was running in the garden.

The dog was 

chasing a cat.

Joe’s dog was chasing a 

cat in the garden.

s

t

“Joe”
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Compute Flow

Compute alignment edge capacities by:

1. Attach graph embeddings from text-to-graph tokens and

PropBank on concept verb nodes.

2. Compute and set alignment edge capacities.

3. Run the max flow algorithm.

4. Normalize flow-per-node.

5. Clamp and remove low flow alignment edges.

6. Go to step 3 until convergence: flow remains static.
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AMR Graph Alignment: Global vs. Local

Where do alignment edge capacities come from?

• Local:

• PropBank entries

• Text-to-graph alignment tokens

• Sentence dampening

• Global:

• Max flow algorithm

• Subtree capacity constriction
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Apply the flow definition to the score

Our flow network once again: G = (V, E)

∀v ,∈ V
∑

e into v

f (e) =
∑

e leaving v

f (e) (1)

∀e,∈ E , 0 ≤ f (e) ≤ ce , v(f ) , f out(s) (2)

Using Equation 2, the value of flow exiting the source node to the

sink is Cf c , f out(ssource).

The value of flow exiting the summary node to the sink is

Cf y , f out(ssummary).
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Score method definitions

Aggregate flow:

Cf = 2
Cf c · Cf y

Cf c + Cf y

Aggregate alignment portion:

C̃ = 2
C̃c · C̃y

C̃c + C̃y
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Document Summarization Scores

Scoring matched vs. mismatch corpus.

Corpus C̃y C̃c Cf y Cf c

Proxy report 86.6% 43.2% 721.4% 67.1%

Mismatch 35.1% 14.6% 261.1% 19.6%
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Parser Alignment Scoring

AMR Sentence Pearson correlations (ρ) between

aggregate alignment portion (C̃)alamr and previous scoring

methods (S)match and (W)lk.

Corpus Parser ρ C̃, S ρ C̃,W

Biomedical Gsii 41.2 31.8

Biomedical Jamr 66.2 65.2

Biomedical Spring 50.1 41.3

Little prince Gsii 38.8 35.7

Little prince Jamr 67.7 69.2

Little prince Spring 41.3 47.1

Proxy report Gsii 22.9 30.8

Proxy report Jamr 53.2 56.2

Proxy report Spring 37.3 48.2
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Aligned Node Text Comparison

Unigram (bag of words) aligned source to summary overlap of

text-to-graph tokens.

Method Precision Recall F1

Liu et al. [7] 51.9% 39.0% 44.3%

Dohare et al. [2] 52.4% 55.7% 51.3%

Fu et al. [4] - - 49.1%

Calamr 69.0% 68.6% 68.8%
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