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Text Simplification
• Make the text easier to understand!

• For reading assistance 
• For nonnative speakers
• For language disorders 
• For data augmentation of other NLP tasks
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Introduction
• Very little research on Chinese text simplification.
• How to evaluate the Chinese text simplification systems?

• MCTS, a multi-reference dataset for the evaluation of Chinese text 
simplification models.

• Largest
• First Published
• Human-annotated
• A by-product training dataset

3



Creating MCTS
• Filtered Penn Chinese Treebank (CTB)

• Annotate
• Undergraduate Students with Linguistic or CS background 
• Training course 
• Qualification test
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Creating MCTS
• MCTS Simplification Instructions

• Paraphrasing
• Compression
• Structure Changing

• ASSET Simplification Instructions
• lexical paraphrasing
• Compression
• Sentence Splitting

• 723 sentences with 5 reference.  (3615 Simplified Sentences)
• 366 valid, 357 test.

5



Analysis
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Experiments
• Direct Back Translation
• Translated Wiki-Large
• Cross-Lingual Pseudo Data
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Fig: Cross Lingual Pseudo Data Method Diagram



Experiments
• Large Language Models

• Text-davinci-003
• GPT-3.5-turbo
• GPT-3.5-turbo-Fewshot
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Results
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Results
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Conclusion

• We introduce the MCTS, a human-annotated dataset for the 
validation and evaluation of Chinese text simplification systems. 

• Simplification ability of some unsupervised methods and advanced 
large language models were tested on MCTS .

• Even advanced large language models are still inferior to human 
simplification under the zero-shot and few-shot settings.

• Hope our work can motivate the development of Chinese text 
simplification systems and provide references for future research.
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Thanks!


