


Background and Motivation

Figure 1: Distribution of 12,776 electronic medical 
records collected from five hospitals. Only half of the 
diseases have more than 40 associated records and 
less than 10% of diseases have more than 100 records.

1) long tail problem:
there are excessive EMRs for common diseases and 
insufficient EMRs for rare diseases, thus training over an 
imbalanced data set could result in a biased model that 
ignores rare diseases in diagnosis.

2) easily misdiagnosed diseases:
some diseases can be easily distinguished while others 
sharing analogous conditions are much more difficult.



Methodology: Medical Knowledge-Enhanced Contrastive Representation Learning (MKeCL)

1) Medical knowledges are converted 
into question-answer pairs

Figure 2. The Workflow of MKeCL. — between embeddings represents positive instances, - - means 
in-batch negatives, and  - - denote hard negatives.

2) The Transformer encoder is used 
to generate embeddings for each 
question-answer pair. 

3) Prediction: embeddings of all 
disease candidates are compared 
with that of EMR, and the one with 
the smallest cosine distance is the 
predicted disease.



Dataset 
Pretraining

● Medical Knowledge Graph
○ 2,585 disease-related triples from a pre-built medical KG

● Medical Licensing Exam
○ 41,626 multiple-choice questions

Figure 4. Examples of multiple–choice questions in Medical Licensing 
Exam. Each question contains only one correct answer and the rest are 
distractors.

Figure 3. Distribution of different types of medical knowledge used 
in pretraining MKeCL.

Finetuning

● Electronic Medical Records
○ 12,776 electronic medical records 

that cover 193 diseases



Metrics 

Micro F1

Macro F1

Alignment

Uniformity



Main Results



Visualization of Medical Record Representations

Figure 5. Visualization of medical record representations.

Visualization of medical record representations generated by ALBERT, BERT, MedBERT, KEPT, and MKeCL using 
t-SNE. Models are trained on 1% of the training dataset and medical records from 10 diseases are sampled 
randomly for visualization.

● 10 diseases: Nephritis, Anemia, Peptic, Ulcer, Enteritis, Tuberculuois, SLE, Bone Fracture, Pancreatitis, 
Asthma



Visualization of Medical Record Representations

Figure 6. Plot of alignment and uniform for all baseline models and all variants of MKeCL



Comparison of Easily Misdiagnosed Diseases



Case Study on Easily Misdiagnosed Diseases

Case 1: Male, elderly, with a 3-year history of exertional angina. Over the past 2 weeks, the frequency of 
angina episodes has increased, and blood pressure has risen to 166/94 mmHg. The patient also experiences 
paroxysmal nocturnal dyspnea and is currently unable to lie flat.

Case 2: Female, middle-aged, with persistent chest pain for 6 hours. Physical examination: BP 110/70 mmHg. 
No crackles or wheezes were detected in both lungs. Heart rate is 125 beats/minute with a regular rhythm. No 
murmurs are heard in any cardiac valve areas. The electrocardiogram reveals partial ST-T elevation. Laboratory 
tests indicate elevated blood troponin levels.

Table 2. Disease prediction results of different algorithms on two real cases. MCD, HF, and MI are 
Myocarditis, Heart Failure, and Myocardial Infarction, respectively



Thanks for listening!


