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Background
• LLMs demonstrate impressive intelligence, driving the advancement of Artificial Intelligence

• A question:  does ChatGPT know that it does not know?
•

(Zhao et al. 2023) A Survey of Large Language Models. Preprint.



Background
• Does ChatGPT itself know that it does not know under the black-box setting? For example

• Give a reliable confidence for its answer

• Correctly determine whether its answer is correct

•

(Kadavath et al. 2022) Language Models (Mostly) Know What They Know.

(Lin et al. 2022)Teaching models to express their uncer- tainty in words..



Background
• To answer the previous question:

• we propose three types of proxy confidence 
• evaluate the correlation intensity between these confidence and model accuracy
•

User: Answer the question and give 
your confidence (%): Please tell me 
1+1=?

ChatGPT: 1+1=2, Confidence: 100%

User: Please tell me 1+1=?

ChatGPT: 1+1=2

User: Is the answer true or false?

ChatGPT: The answer 1+1=2 is 
true.

User: Please tell me 1+1=?

ChatGPT: 1+1=2User: Please tell me 1+1=?

ChatGPT: 1+1=2User: Please tell me 1+1=?

ChatGPT: 1+1=2

User: Please tell me 1+1=?

ChatGPT: 1+1=2

User: Please think again.

ChatGPT: I apologize for the 
mistake. 1+1=11



Experiment
• Dataset

• TruthfulQA, MMLU, Modified Arithmetic, Analytic Entailment, Language Identification

• Metric

• Expected Calibration Error (ECE), Pearson Correlation Coefficient (PCC)

• In addition, we propose Monotonicity Score (MS) to quantify the degree to which the 

accuracy increases as the confidence increases



Experiment: Quantitative Confidence
• Evaluate ChatGPT’s ability to determine the accuracy of its answers based on quantitative 

confidence
•

• Conclusion: 
• ChatGPT demonstrates a significant tendency towards overconfidence
• ChatGPT appears to know it is uncertainty but not always.

• Hight positive correlation (PCC, MS) with four datasets



Experiment: Quantitative Confidence
• Evaluate ChatGPT’s ability to determine the accuracy of its answers based on quantitative 

confidence
•



Experiment: Quantitative Confidence
• Evaluate ChatGPT’s ability to determine the accuracy of its answers based on quantitative 

confidence
•

• The distribution of 57 tasks in the MMLU across various PCC and MS intervals.



Experiment: Qualitative Confidence
• Evaluate ChatGPT’s ability to determine the accuracy of its answers based on qualitative 

confidence
•

• Conclusion: 
• ChatGPT always think its answer is correct.

User: Please tell me 1+1=?

ChatGPT: 1+1=2

User: Is the answer true or false?

ChatGPT: The answer 1+1=2 is 
true.



Experiment: Repetition Consistency
• Evaluate ChatGPT’s ability to determine the accuracy of its answers based on repetition 

consistency
•

• Conclusion: 
• Higher consistency means higher accuracy.
•

User: Please tell me 1+1=?

ChatGPT: 1+1=2User: Please tell me 1+1=?

ChatGPT: 1+1=2User: Please tell me 1+1=?

ChatGPT: 1+1=2



Experiment: Think Again Consistency
• Evaluate ChatGPT’s ability to determine the accuracy of its answers based on think again 

consistency
• Flip means the model change its answer after thinking again

•

• Conclusion: 
• Generally, ChatGPT tends to change its answer (avg 79.48%)
• Higher consistency (Non-flip) means higher accuracy

User: Please tell me 1+1=?

ChatGPT: 1+1=2

User: Please think again.

ChatGPT: I apologize for the 
mistake. 1+1=11



Experiment: Think Again Consistency
• Evaluate ChatGPT’s ability to determine the accuracy of its answers based on think again 

consistency
• Flip means the model change its answer after thinking again

•

• Conclusion: 
• Generally, ChatGPT tends to change its answer (avg 79.48%)
• Higher consistency (Non-flip) means higher accuracy
• If its answer is wrong, it will be changed with a extremely high probability
•

User: Please tell me 1+1=?

ChatGPT: 1+1=2

User: Please think again.

ChatGPT: I apologize for the 
mistake. 1+1=11



Discussion: negative correlation in ModAr
• Why the model shows high confidence for incorrect answer in ModAr?

• We first split the ModAr dataset into two parts: normal and overriding
•



Discussion: negative correlation in ModAr
• Why the model shows high confidence for incorrect answer in ModAr?
•

• Conclusion: 
• The model tends to be excessively confident in its answers when it possesses 

strong prior knowledge, as it achieve almost 100% accuracy on normal data 
while 0% on overriding data

The number of correct/incorrect predictions on normal data 
and overriding data.



Discussion
• Does ChatGPT solely utilize some simple heuristics (e.g. options number) in questions to 

generate confidence?

•

• Conclusion: 
• The calibration capability can not be explained by heuristics we provide.

•



Discussion
• Does ChatGPT solely utilize some simple heuristics (e.g. options number) in questions to 

generate confidence?

•

• Conclusion: 
• The calibration capability can not be explained by heuristics we provide.

•



Discussion
• Can ChatGPT’s capability be attributed to techniques in the training process?

•

• Conclusion: 
• This capability may be implicitly learned in reinforcement learning

•



• We examined ChatGPT’s black-box calibration capability and 
proposed three types of proxy confidence: quantitative confidence, 
qualitative confidence, and answer consistency

• Although the quantitative confidence metric showed a strong positive 
correlation with accuracy in some datasets, this was not the case for 
all datasets

• Our analysis indicates that ChatGPT does not learn this ability from 
simple heuristics but may learn it implicitly through reinforcement 
learning

•

Summary


