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• Event Detection
• Detect event triggers and classify the corresponding event types.

• Assume fixed data and pre-defined event types.

• In real-world applications, new events emerge continually.

Background

"Melony Marshall was married just a month before she left for Iraq"

"Life:Marry" "Movement:Transport"



• Continual Event Detection
• Assume multiple detection tasks emerge continually and the training samples for 

each tasks are sufficient.

• Obtaining high-quality samples for new tasks are expensive.

• Training model in sequential way leads to catastrophic forgetting.

Background



• Continual Few-shot Event Detection 
• Only 5 or 10 training samples are available in incremental tasks.

• Memorize previous tasks and learn new tasks with few-shot samples.

• More challenging and realistic scenario.

Background



• Challenge 1: exemplar collapse in memorizing previous tasks
• Existing CED methods mitigate catastrophic forgetting by restoring prototypical 

exemplars.

• In CFED task, the prototypical exemplars are no longer representative as only one 
sample can be restored.

• Use limited exemplar to effectively characterize the prototypical feature space.

• Challenge 2: overfitting in learning new tasks
• In CED settings, model learn from abundant samples in new tasks.

• However,  when trained with limited samples in CFED tasks, they struggle to 
generalize well and suffer from overfitting. 

• Find a solution to fully utilize valuable knowledge from few-shot samples.

Challenges



HANet: Hierarchical Augmentation Networks
Methodology



• Prototypical Augmentation
• Solve exemplars collapse when memorizing 

previous tasks.

• Reconstruct prototypical feature space via 

augmenting the exemplars from gaussian 

distribution estimated from previous tasks.

• Replay augmented exemplars via cross-entropy.

Hierarchical Augmentation Networks



• Contrastive Augmentation
• Avoid overfitting when learning new tasks 

with few-shot samples.

• Uncover the implicit inter-information in 

the token scale.

• Construct Contrastive pairs according to the

triggers’ labels.

• Apply InfoNCE loss for both [CLS] token and 

[Trigger] token to fully exploit the information.

Hierarchical Augmentation Networks



•  4-way MAVEN Dataset and 2-way ACE Dataset
• Our method outperforms previous methods by a large margin.

Experiments



•  2-way MAVEN Dataset and 4-way ACE Dataset
• Compared with previous methods, our approach significantly outperforms them 

across all sub-tasks.

Experiments



• Ablations
• Effectiveness of Prototypical Augmentation.

• Effectiveness of Contrastive Augmentation.

• Synergetic effect of Hierarchical Augmentation.

Experiments



• Evaluation in Extreme Scenarios
• Effectiveness of HANet with more 

Incremental tasks.

• Effectiveness of HANet with 1-shot 

and 2- shot tasks.

Experiments



• Comparison with Large language models
• Experiments with gpt-3.5-turbo prove that our method outperforms ChatGPT

significantly.

Experiments



• Visualization
• Effectiveness of Prototypical Augmentation.

• the intra-class distances become closer for each type.

Experiments



• We are the first to propose continual few-shot event detection, a more 

realistic yet challenging task.

• We devise Hierarchical Augmentation Networks (HANet)

• Experiments with existing methods prove the effectiveness of our 

methods.

Conclusions



Thanks for watching!Thanks for watching!
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