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) Introduction

Emotional Support Conversation (ESC)

ESC is a task about response generation
which aims to relieve the emotional distress
of users who have high-intensity of negative
emotions.

Unlike traditional emotional tasks, ESC
system should perceive the transition of
user’s emotion intensity and generate
supportive responses accordingly to
decrease the intensity.
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£ {I'm facing a lot of academic pressure from my program and I J
] m

feel trapped. I have a lot of coursework but I have no help fro
my advisors. [Emotion Intensity: 4]

-
Have you tried other steps besides the one's you tried before é
by contacting the professor?

@ { I tried, but the coursework is difficult. J

I would try to have a regular to set a goal for each day by stating iy
to yourself today is a new day, remain focus on the task at hand,

try not to worry about all tasks at once.

t:‘j I see, I think making a schedule and breaking task into little ones will
help complete them. I guess I will stress less. [Feedback score: 4]

w Thanks for the distressing tips and other tips as well. I do feel a lot
better. [Emotion Intensity: 1]

An example of emotional support conversation.
2
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1. Challenge ;
D Effective Emotion Intensity Modeling. | Situation : 1 have a lot of academic pressure from my program and i

1
1
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1. The subtle change of emotion intensity is difficult £ 5 / '™ facingalotof academic pressure from my program and I J
m

® feel trapped. I have a lot of coursework but I have no help fro
110} Captu re. my advisors. [Emotion Intensity: 4]
-
. . . . Have you tried other steps besides the one's you tried before
2. Each conversation only contains user’s emotion by contacting the professor?
IntenSIty at the beglnnlng and end Of the @ { I tried, but the coursework is difficult. ]
conversation. :
I would try to have a regular to set a goal for each day by stating iy
How to model user’s emotion intensity dlll'illg the to yourself today is a new day, remain focus on the task at hand,
try not to worry about all tasks at once.

conversation.
@ { I see, I think making a schedule and breaking task into little ones will]

help complete them. I guess I will stress less. [Feedback score: 4]

2. Existing Methods
O Overlook the modeling of emotion intensity.

w Thanks for the distressing tips and other tips as well. I do feel a lot
better. [Emotion Intensity: 1]

An example of emotional support conversation.
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3. Our method

a) We make the first attempt to model the transition of emotion intensity for ESC, based on a novel

designed multi-stream fusion unit for the thorough fusion of three streams (text semantics stream,
feedback stream, emotion intensity stream).

b) Due to the difficulty of emotion intensity modelling and the strong emotion intensity-feedback
correlations, we adopt KL divergence to minimize the distance between feedback distribution and
emotion intensity distribution, further guiding the learning of emotion intensities.

c) Experiments on the benchmark dataset demonstrate the superiority of MFF-ESC, compared with
state-of-the-art methods.
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D)) Approach

@@ Lrec-counci22

O Problem Formulation

Given a dialogue history D = (uq, us, ..., uy) that
consists of NV utterances, the user’'s emotion inten-
sity e;,, and ey; at the beginning and end of the con-
versation respectively, the user’s feedback score
K = (ki, k2, km the corresponding problem
type C, and the global situation s = (s, s, ..., 8|g))
with |S| words, the target of ESC is to gener-
ate a supportive response r to decrease user’s
negative emotion intensity. In conclusion, the
target is to estimate the probability distribution
p(I‘le €in,€fi, K: C: S)'

Multi-stream Information Fusion Framework for Emotional Support Conversation. (Bao et al., LREC-COLING 2024)

'The scores of feedback and emotion intensity are
integers ranging from 1 to 5.

2m = N, /2 refers to the number of feedback scores
in a conversation, where N; means the number of sys-
tem’s utterances in a conversation.
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1. Context Encoder

Following existing methods (Liu et al.|[2021a}
et al.| 2022} [Peng et al.| 2022), we encode the
conversation history and situation of user based
on the encoder of Blenderbot (Roller et al.;[2021).

H = Enc([CLS],u1,[SEP],...,un,[SEP]),

— , (1)
= max-pooling(H),
where H ¢ R7i*? presents the representation
of the input sequence with T, tokens, H' =
(Hy,....,Hy), and H, € R? is the representation
of utterance u;.

For user’s situation, the token-level vector S €
RT:>*4 and sentence-level vector HY ¢ R are ob-
tained in a similar way, where 7, means the num-
ber of tokens of situation.
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2. Multi-stream Fusion Unit

() @ Lrec-coLiNG 42024
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To model the transition of emotion A [ta‘Lh] [ta‘llh]
intensity, we subtly design a Multi- ol B 74
stream Fusion Unit (MFU) based on Lo ) Le) ltantj Og(%i
LSTM to fuse three streams thoroughly, e . t (¢]| (o)
including text semantics stream, W o f
emotion intensity stream, and feedback Gt B | {
stream. - * A
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2. Multi-stream Fusion Unit

O The difference between MFU and LSTM

is MFU has two output gates for
calculating the hidden states of emotion
intensity and feedback respectively.

ft:a(wf[ t— 1ah{ 1§Ht]+bf
iy = o(Wilhi_;hi_ 1:Ht}+b)
& = tanh(W,[h¢_;h! ;H,] +b,)
of = o(W¢lhi_;ein;ef; Hy + bS)
of =a(W/h!_,;ki:Hy] +bf),

| my

fet C AR ) >
® 1
f, W[ o (tanh) (tanh]
() (o) earh) @%7
e | | @ ,
- | }
h)_, i '
\_ } A J

ct:ft*ct_l—i—it*ét,
e e
h{ = of * tanh(c;),

h! = of * tanh(c,).
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3. Response Generator T 3
a. Injection of Emotion Intensity i S| Cross Attemiw].., g —> |
We use KL divergence to minimize the distance lﬂ]]] 19 —
between the distributions of emotion intensity and . Hy i1 218 Zf = i
: | ] 0g0y: = = |
feedback. Then, we sample a latent variable z from b Tl 8 2|
one of the two distributions for response generation. | KL 2 "E i
| prreneeneaeannas, - = i
He D g, o “|
-V ey logatiV e —
E C\@Cross Attention}—) C > i
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3. Response Generator ~ pITTTTTTTTTTTTITTTITTIIITImmemmmmmememmemooooooee R )
a. Injection of Emotion Intensity §
- Distribution of Emotion Intensity -
. . A ml
We assume z follows isotropic Gaussian distri- £ S| =
bution. Taking the vector H%; of the last utterance s LB
as input, for the approximate posterior distribu- § S|
tion go(z|D. ein.epis K) ~ N(p.,o2I), we obtain : : |
it and logo? as follows: |
ie-logo? = FNN*(HY) , (4) i
i @Cross Attention}—) (e i
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3. Response Generator
a. Injection of Emotion Intensity

e Distribution of Feedback Score

Similarly, we take the vector HY, of the last ut-
terance as input, using a FNN to get ;; and
Ioga‘f, of the approximate posterior distribution

ps(2|D, €in, K) ~ N(puy.o71) and sample a latent
variable z; € R%.

LREC'COLINGi“hHZOZ
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iy 2100 :
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C\@Cross Attention l—) C >
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3. Response Generator

b. Injection of Situation

To integrate user’s situation with informative
cause cues of distress and highlight the seman-
tics implied in the last utterance HY,, we use cross
attention mechanism to model the interaction be-
tween H?Y and H¢ as follows:

HY = cross-att(HY. H).
H

g
€
Y = cross-att(H$% . H).

(9)

___________________________________________________________________

------------------------

-----------------------
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@ Cross Attention }—) C >
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3. Response Generator ,\ """""""""""""""""""""" . 3
b. Injection of Situation | Cross Attemion |
B |
In the same way, H? and HY, are obtained by the lﬂ]]] """ Mf i
interaction modelling between H? and H/. Then, - Hy \E lo 62» Zy - i
we obtain the vector H integrated with situation 5 SvoereresiiN 9% % 3 §
information as follows: : KL 7z —> § —>S ||
= — ; < = |
i’ — FNN([F: F). e AU T A 5|
~ - - Hy 10 0’25» Ze — |
Hy = FNN([H%; HL)), (6) i A—— gOe: |
H = tanh(HY + Hy) . ;
E C\@Cross Attention}—) C > ]
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3. Response Generator

c. Injection of Problem Type

To incorporate problem type information with
high-level causal semantics, we explore the explicit
and implicit cues implied in situation and dialogue
history respectively to update the representationof | = ""I7f
problem type. We adopt the following methods to | KL
obtain explicit semantic-enhanced cause embed- | &

2 » e

------------------------

Neg :WQ[C: (SWl +b1)]T +b2 ! Mt E

Qer = softmax(aez), (7)

C(;;;: = FNN([(\,.._,,"S: C)), i C S Ha Cross Attention
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3. Response Generator T \

c. Injection of Problem Type >(CrossAttenti0n]——> H—
B |
To grasp the implicit cues from the noisy dialogue i R §
history, we extract keywords from the context by I — |
TextRank algorithm (Mihalcea and Tarauj |2004). i Hy S loga}?’ Zf o| |z
Then, we use the keyword vectors to generate the | % g (3|
implicit semantic-enhanced vector of problem type: i . g *E §
e AU T |
aim = W4 [C; (HW3 +b3)]" + by, Hy NEEMQG%;» z, _.
atm — softmaX(M G) azm) ’ (8) i ........................ i
Cim = FNN([oirnH; C]), i \_f‘/\_{ i
€ S H- Cross Attention C E
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3. Response Generator

c. Injection of Problem Type
Then, we fuse C., and C,,, to obtain the final i D v |
roblem type embedding: O Hy 28) Zf 5
P yp g: - VS loga?: % ol |=|
P Tl g | |§|
C = tanh(C,, + C;,.) . (9) i KL z—> & —>-§ ;
L eerereeraen, ~ S
e T R YA z|
! He : e : :
L ey logagg» Ze —
E @ Cross Attention i
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3. Response Generator

d. Response Generation

Finally, we generate the response based on the

decoder of BlenderBot, following existing meth-

ods (Liu et al.}|2021a}(Tu et al.

2022

Peng et al.

2022). Detailed operations are as follows:

O = FNN([; z; €)).

a = softmax(W5[0 ® H|T + bs),
p(r|D, ein,efi, K,C,s) = Dec(aO + H),

(10)

___________________________________________________________________
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4. Loss Function

D@ Lrec-coLiNG:2024

The reconstruction loss of a response with N, to- We use the true label of initial emotion intensity,
kens is: final emotion intensity, and feedback to supervise

the learning of H¢, HS,, and H/ in MFF-ESC, ob-
- taining £;,,, Ls;, and L.
Lr=—> 1ogp(re|rjct, D ein,esi, K,C.s).
t=1 (1) Lypr =Lin+Lsi+ Ly (12)

LkL :KL(QS(Z‘D?eiﬂaeﬁaK)||p¢(Z‘D?eiﬂ?K)z' ) Lother = Lo+ Lot . (14)
13

The final loss function L is:
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1. Overall Results

Method |PPL|| B-11 |B-21|B-31|B-41|D-11| D-21 | R-L*t
Transformer 81.55(17.25/5.66(2.321.31|1.25| 7.29 |14.68
MoEL 62.93/16.02/5.02/1.90|1.14(2.71[14.92|14.21
. - DialoGPT-Joint 19.41]17.06|6.22|2.87|1.57|2.82|17.30/15.03
baselines with the same backbone BlenderBot-Joint 16.11|17.27/6.33|3.17 | 1.81|3.60|21.88|15.20
on most of the metrics. MISC 16.32(17.73/6.75|3.23|1.83|4.19(17.76|15.43
GLHG' 15.67/19.66|7.57 |3.74|2.13|3.50 |21.61|16.37
- ) ) MultiESC* - 119.02/8.37/4.50(2.69| - - [17.04
O The promotions of B-n, D-n, and SUPPORTER 15.39|18.05/6.80|3.20 | 1.71 | 4.94|27.81|16.85
R-L show the effectiveness of our PAL 16.78(18.77/6.91|3.03|1.514.10(22.73[15.29
method TransESC 15.85/17.08|7.18|3.78|2.28 |4.67(20.91[17.30
. LLaMA-7B (0 shot) - 14.7912.00/0.99|0.52|2.82(17.21]| 8.51
ChatGPT (1 shot)® - 1[13.91/4.53|1.96|1.02|5.92|31.38(13.19
ChatGLM-6B w/ P-Tuning| - [17.75/7.22]3.78(2.12(7.46/35.00/16.15

MFF-ESC (ours) '20.64|8.87 |14.81 | 2.98|5.34 22.18

20
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2. Ablation Study

Eliminating the corresponding

information completely in the
modeling process. \3

Only removing the relative loss
of the corresponding

information.

.L
LREC-COLINGi:2024
Method B-1+ | B-2+ | B-41 | R-Lt
MFF-ESC 20.64 | 8.87 | 2.98 | 18.83
- w/o Initial Emotion | 19.03 | 7.65 | 2.39 | 17.89
- w/o Final Emotion | 19.05 | 7.75 | 2.24 | 17.69
- w/o Feedback 19.04 | 7.78 | 2.28 | 17.60
- w/o Problem Type | 19.61 | 7.99 | 2.50 | 18.09
-w/o L, 19562 | 813 [ 2.73 | 17.85 |
- W/0 Ly, 19.32 | 7.98 | 2.75 | 18.34
-w/o Ly 18.75 | 7.84 | 259 | 17.75
-w/o LkL 18.43 | 7.18 | 2.15 | 17.90
-w/o L, 19.51 | 7.86 | 2.48 | 18.34
-W/0 L 19.85 | 8.16 | 2.43 | 17.31

Multi-stream Information Fusion Framework for Emotional Support Conversation. (Bao et al., LREC-COLING 2024)
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3. Comparison with Variants of MFU

a) MFU v0 — Using two LSTM units to incorporate

(D@ Lrec-coLinG:

2024

emotion intensity stream and feedback stream,

respectively. Method B-1+ | B-21 | B-31 | B-41 | R-Lt

b) MFU vl — Using one LSTM unit and fusing the MFF-ESC 20.64 | 8.87 | 4.81 | 2.98 | 18.83
three streams at the input stage. -w/MFUvVO | 19.88 | 8.04 | 4.07 | 240 | 17.95

c) MFU v2 — Using one LSTM unit and revising the -w/MFUv1 ) 20.10 | 8.04 | 4.21 | 2.50 | 17.66
output gate, concatenating emotion intensity and -w/MFUv2 | 20.23 | 7.96 | 4.09 | 2.47 | 17.98

PLUE 9a%, J y “w/MFU V3 | 20.14 | 8.35 | 4.45 | 2.69 | 18.29

feedback embeddings at the output gate stage.

d) MFU v3 — Conducting multi-stream fusion at the
input stage rather than injecting emotion intensity or
feedback directly for the calculation of output gates.

Multi-stream Information Fusion Framework for Emotional Support Conversation. (Bao et al., LREC-COLING 2024)
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4. Transition of the Predicted Emotion Intensity

| Feedback | Init. Emo. |Fin. Emo.
Accuracy (%)| 83.76 | 93.75 | 26.34

\ Declined \ Maintained \ Increased

P1 VS. Pinit 100.00% 0 0
p2 VS. p1 50.00% 10.82% 39.18%

O The results indicate that although the accuracy of
final emotion intensity prediction isn't desirable,

. . . » i VS. | 17.37% 255% | 20.08%

O most of the predicted final emotion intensities are Ptin ¥S. P2 37% 62.55% 0.08
still lower than the initial intensities, Prin VS- einit | 7296% | 26.32% | 0.72%

O proving the effectiveness of emotion intensity Table 6: Transition of the predicted emotion in-
learning in MFF-ESC tensity in MFF-ESC. Init. and Fin. are short for

initial and final. p;,.; and p;, mean the predicted
emotion intensity at the beginning and end of the
conversation, respectively. p; and p, mean the pre-
dicted emotion intensity at the one-third position
and two-thirds position of the dialogue, respectively.
einir Means the true initial emotion intensity.

23
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5. Case Study

O As shown in the Table, the
awareness of user's predicted
emotion intensity during the
conversation helps the model
generate effective responses,
leading to the relief of user's
emotional distress.

Multi-stream Information Fusion Framework for Emotional Support Conversation. (Bao et al., LREC-COLING 2024)
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Situation My mom does not understand me. | will say something and she thinks | am saying something else.

User I am a little angry. My mother and | had another blow-up.  (predicted emotion intensity: 4)
TransESC I am sorry to hear that. What's the problem?

MFF-ESC Oh no! | am so sorry to hear that. What happened? (Stronger Empathy)
Ground-truth |s your bit of anger sparked from the interaction with your mother?

User I try to tell her it isn’t what | mean. It’s like she doesn’t understand. (predicted emotion intensity: 4)
TranseSC | can understand why you would feel that way. | would be too.
MFF-ESC | can understand how frustrating that would be. I’'ve had to do the same thing with my mother. |

would suggest you to have a conversation with her. (Self-disclosure & Providing Suggestions)
Ground-truth It is hard to feel misunderstood. Do you have some examples?

Maybe | could just take deep breath and kind of step back a minute before | respond.

(predicted emotion intensity: 3)

TransESC Do you think that would help?

MFF-ESC That sounds like a great idea! | think that would be a great start. (Affirmation and Reassurance)
It would be good to do that. Maybe try to have a conversation and tell her you support her no
matter what she’s going through.

User

Ground-truth

User I'll try to say things that don’t sound confrontational from now on. (predicted emotion intensity: 2)
TransESC | think that would be a great idea.

MFF-ESC I’'m glad that | could help and always being here to support you. (Providing Support)
Ground-truth | believe in you.

24
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