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- Problem Statement 
- Dataset
- Experiment & Analysis
- Takeaway 



problem statement.

- Context
- Script Learning & Event Centric Reasoning (the study of events)
- Decision Making (daily scenarios)

- “Decision Branching”
- Non-linear
- Subtle differences among choices - requires commonsense 



problem statement.

- Formally…
- Task: [Goal, Option1, Option 2, Scenario] -> [Optimal Choice]
- “Scenario”

- verb phrase 
- user profile 



- Structure
- Data Collection
- Difficulty Level
- Human-in-the-loop Hard Scenarios Collection 
- Annotator Agreement 

dataset. 



- Structure
- Goal - Options
- Scenario(s) 

- Optimal Choice (#1, #2, either)
- Difficulty Level (easy, medium, hard, either)

dataset. 



- Data Collection
- Goal: sampled 75 “goals” from ProScript [1]
- Options: written by a one researcher and verified by two researchers
- Scenarios: human-authored + machine generated (more details later)
- Difficulty Level & Optimal Choice: annotated by one researcher and 

verified by two other researchers

dataset. 



- Difficulty Level
- Based on number of reason steps
- Either: no obvious differences between two options 

dataset. 



- Human-in-the-loop Hard Scenarios Collection [2]
a) Identify hard examples (rare!)
b) Over-generation with few-shot (hard examples) prompting 
c) Manually filter valid data points

dataset. 



- Human-in-the-loop Hard Scenarios Collection 
- Verb Phrase - machine generated

dataset. 



- Human-in-the-loop Hard Scenarios Collection 
- User Profile - machine generated

dataset. 



- Annotator Agreement
- Subset: 290 [scenarios - optimal choices] pair
- Participants: 3 for each
- Fleiss’ kappa: 0.59 (moderate to substantial agreement)

dataset. 



- Experiment Setup
- Results & Analysis

experiment & analysis.  



- Experiment Setup
- Model(s): text-davinci-003, gpt-3.5-turbo (ChatGPT)
- Prompt(s): naive prompt, story prompt [zero-shot]

Story Prompt

A person Doe needs to {step goal}. Now there are two options for Doe: we can 
either {option 1} (Option 1) or {option 2} (Option 2). Suppose Doe 
{scenario}.

[Question]: Given the Scenario, which option above is the better choice in 
order to achieve the Goal? 1) Option 1, 2) Option 2, 3) Either one, since they 
have similar effect when it comes to the goal

[Answer]:

experiment & analysis.  

Naive  Prompt

[Goal]: {step goal} [Option 1]: {option 1} [Option 2]: {option 2}

[Scenario]: {scenario}

[Question]: Given the Scenario, which option above is the better choice in 
order to achieve the Goal?

1) Option 1, 2) Option 2, 3) Either one, since they have similar effect when 
it comes to the goal

[Answer]:



- Results & Analysis
- Difficulty Level ~ Model’s Performance
- Story prompt is generally better

experiment & analysis.  



- Results & Analysis
- Human Performance 

- 290 scenarios
- 2 participants each

experiment & analysis.  



- Choice-75 
- A new task of decision branching in event-centric reasoning 
- A dataset with fine-grained annotation and alignment between human perception and LLM(s)
- Hard scenarios are still challenging for LLM(s)

takeaway.  
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