
Information & Intelligence System Lab

Sungkyunkwan University

Code Defect Detection using Pre-trained Language Models 
with Encoder-Decoder via Line-Level Defect Localization

a

Jimin An1*, YunSeok Choi2*, Jee-Hyong Lee1

1Sungkyunkwan University, Korea
2Hankuk University of Foreign Studies, Korea

*Equal contribution



Information & Intelligence System Lab

Sungkyunkwan University

Introduction

Code Defect Detection
a

• The process of identifying errors, bugs, or potential issues in software code.

>>> calc_avg([1,2,3,4])
>>> 2.5
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def calc_average(arr):
total = 0
for num in arr:

total += num
return total / len(arr)



Information & Intelligence System Lab

Sungkyunkwan University

Introduction

Code Defect Detection
a

• The process of identifying errors, bugs, or potential issues in software code.

>>> calc_avg([1,2,3,4])
>>> 2.5
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Introduction

Code Defect Detection
a

• The process of identifying errors, bugs, or potential issues in software code. 
• Identifying these defects is important to improve the quality of the overall SW.

>>> calc_avg([1,2,3,4])
>>> 2.5
>>> calc_avg([ ])
In line 5, ZeroDivisionError
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Introduction

Defect Detection on Pre-trained Language Models(PLMs)
a

• Fine-tuned on labeled datasets where code are tagged as either containing defects or not.
• Most PLMs focused solely on classifying whether the code has defects or not.

Labeled datasets

Defect / Non-defect

def calc_avg(arr):
total = 0
for num in arr:

total += num
return total / len(arr)

PLMs

classifier
Defect(1)
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Defect / Non-defect

def calc_avg(arr):
total = 0
for num in arr:

total += num
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PLMs

classifier
Defect(1)

Need a more analyzable and 
Explainable Approach !

à Line-Level Defect Localization
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Proposed Methods

Overview of Proposed Methods
Utilizes Encoder and Decoder of PLMs for code defect detection

① Code defect detection
② Line-level defect Localization
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Proposed Methods

① Code defect detection
Use the encoder of PLMs with the primary goal of classifying code defect detection.
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Proposed Methods

② Line-level defect localization
Identifying the specific locations of defects within the code,
classifying defective lines on a line-by-line basis.
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Proposed Methods

② Line-level defect localization
Conduct the task of generating defective lines in the decoder for line-level localization.



Information & Intelligence System Lab

Sungkyunkwan University

Proposed Methods

Unified Multi-task Training
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Experiments Setup

4 benchmark datasets 
• Devign
• Variable-Misuse(VM)
• Wrong Binary Operator(WBO)
• Swapped Operand(SO)

Baseline 
• 3 Encoder Decoder-based PLMs: CodeT5, CodeT5+, UniXcoder
• 2 Encoder-based PLMs: CodeBERT, CuBERT
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Main Result

Comparison of our proposed method with the baseline models
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Ablation Study

Three learning processes of our proposed method

* We chose CodeT5 as our baseline in this table.

(1) Code Defect detection in Encoder:

(2) Line-level Defect Localization in Encoder:

(3) Line-level Defect Localization in Decoder:
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Conclusion and Future Work

Conclusion
• We introduced a novel method for code defect detection with line-level defect localization in a 

unified manner.

• By segmenting the code based on lines and leveraging both the encoder and decoder of 
PLMs, we achieved a more detailed and interpretable defect detection mechanism.

Thank you:)

Future work
• We plan to conduct research on an integrated model that simultaneously performs code defect 

detection and defect repair based on line-level defect information.


