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Introduction

Problem Statement: We often describe our chief medical complaints using visuals; however, the traditional diagnosis assistants 
perform symptom/sign extraction through text only. 

   



Research Questions

● Importance of Visual expressions: Does a diagnosis assistant diagnose patients more accurately and 
satisfactorily if it considers visual signs and their severity in addition to symptoms conveyed through text?

● Role of Dialogue Context in Identifying an Image: Can dialogue context help in identifying a sign image and its 
severity, which appears during the conversation?

● Impact of External Knowledge: What impact might global knowledge, such as knowledge of symptom-disease 
associations, have on the diagnosis ability of diagnosis assistants? Does the mechanism of knowledge infusion 
influence its efficacy?



Key Contributions

● Empathy and severity-aware Multi-Modal Medical Dialogue (ES-MMD): We curate an Empathy and severity-aware 
Multi-Modal Medical Dialogue (ES-MMD) corpus in English, where each utterance is annotated with its corresponding intent, 
sign, symptom, and severity level.

● Knowledge-Infused, Multi-modal Medical Dialogue Generation (KI-MMDG): We propose a transformer-based 
Knowledge-Infused, Multi-modal Medical Dialogue Generation (KI-MMDG) framework, which leverages a discourse-aware 
selective filtering strategy for knowledge distillation and a natural language understanding (NLU) module for semantic 
understanding of textual-visual utterances. 

● State-of-the-art Performance: Our proposed, KI-MMDG, exhibits a substantial performance improvement over several 
non-knowledge infused uni-modal medical dialogue generation models across a variety of evaluation metrics, including 
human evaluation. Additionally, the DII model surpasses existing pre-trained image models in both symptom identification (by 
7.84%) and severity recognition (by 2.63%).

   



ES-MMD Corpus

Characteristics of some of the most relevant existing medical dialogue datasets and comparison with the curated dataset  ES-MMD dataset statistics

Some visual samples of signs

A conversation from the curated ES-MMD corpus



Proposed Model
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Something happened to my hand; please see 
this. I am sick of scratching the skin as, most 
of the time, I feel an irritating sensation. What 
is the problem, doctor? I am worried about 
this.

   

 Discourse aware

Selective Filtering 

    see I . . . abnor skin appea ?

Patient

Sure, let me see. I understand the itching 
sensation is irksome. Even I feel the same 
urge to scratch when I suffer from it. Please 
avoid scratching the skin it could make the 
condition worse. Do you notice abnormal 
skin appearances?
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Experimental Setup

● Training: (i) NLU and (ii) Dialogue Generation Module

● Train and Test split:  80% and 20%

● Total no. of epoch: 10, RTX 2080 Ti GPU, time: 2-3 hrs 

● Loss function: Cross entropy

● Batch size: 4, optimizer : Adam, learning rate (6.25e-05)

Dataset and Code



Results

Performance of different models for visual signs identification

DII with varying dialogue context window for severity recognition



Results

Performance of different baselines and proposed models incorporated with the visual sign and knowledge (VS-KG) guided disease diagnosis component

Ablation study– performances of the proposed KI-MMDG model with different components. Here, KG, V S, V SI, and DSF refer to the knowledge graph, visual 
symptom, visual & severity information, and discourse-aware filtering



Key Findings

● Dialogue context significantly matters in sign image identification surfaced during dialogue

● We observed that the infusion of the symptoms and diseases relation significantly narrows the 
exploration space for the agent, resulting in context-based symptom inspection and disease 
diagnosis.

● While knowledge is crucial, focusing on relevant knowledge is more significant while solving a task



Analysis

● Knowledge infusion has not only improved 
symptom inspection relevancy but also 
significantly influenced the model's ability to 
generate appropriate and empathetic responses 
because of the in-depth understanding of user 
concerns and potential diseases.

● Dialogue context significantly matters in sign 
image identification surfaced during dialogue 

● The proposed model suffers from sequence 
agnostic symptom investigation

Some generated responses by different models for some common test cases



Conclusion 

➢ In this paper, we proposed a knowledge-infused, multi-modal medical dialogue generation (KI-MMDG) 
framework

➢ We also introduced a discourse-aware image identification (DII) model that exploits dialogue context to 
identify an image and its severity effectively

➢ The obtained improvements and detailed ablation study firmly establish the efficacy of (a) visual signs, 
(b) discourse-aware selective filtering (DSF) for knowledge infusion, and (c) discourse information for 
identifying an image surface during the conversation



Thank You ! 

Code @abhisektiwari


