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1. Introduction

- Answers to yes/no-questions are often indirect 
- Normal in natural conversation
- Difficult for dialogue systems to interpret

Example: 
Question: “An island? By the sea?”
Answer: “Islands are generally by the sea.”
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2. Related Work

- Current research focuses on datasets in English 
- Circa: Louis et al., 2020, “I’d rather just go to bed”: Understanding Indirect 

Answers.
- First large-scale corpus to interpret indirect answers

- Friends-QIA: Damgaard et al., 2021, “I’ll be there for you”: The One with 
Understanding Indirect Answers.

- More natural data extracted from existing TV series

- SwDA-IA: Sanagavarapu et al., 2022, Disentangling Indirect Answers to Yes-No 
Questions in Real Conversations. 

- Included context, since ground truth depends on it 
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3. Contribution – IndirectQA

- a new, cross-lingual evaluation dataset with parallel data in English, 
French, and Spanish

- data extracted from the OpenSubtitles Corpus (Lison and Tiedemann, 
2016)

- 1,053 question-indirect answer pairs extracted
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4. IndirectQA
- Yes/no-questions and indirect answers 

from OpenSubtitles corpus (Lison et al., 
2016), two different genres (comedy 
and crime, drama, mystery)

- Pros:
- Parallel, aligned data
- Variety of languages
- Human translated

- Cons: 
- No turns
- No cross-lingual alignment

5



6



4. IndirectQA – Annotation
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Labelset for Annotation 
by Louis et al. (2020)

Lacking context



4. IndirectQA – Distribution
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5. Method and Model Setup

- Cross-lingual Transfer Learning
 - Intermediate Task Training: additional pretraining on  
 labeled data (Phang et al., 2020)
 - Sequential setup
 - mBERT: good option for zero-shot cross-lingual transfer  
 tasks, inlcuding classification (Pires et al., 2019)

- Implementation (both intermediate task training and baseline models): 
- Classification task with MaChAmp Toolkit (van der Goot et al., 2021)

- Version 0.4, 20 epochs, mBERT encoder
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Model Overview using MaChAmp. Figure adapted from Phang et al. (2020)
Intermediate task data: MNLI (Inference Dataset, Williams et al., 2018) 

Multilingual
BERT
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IndirectQA)
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Evaluation 
(English, French, Spanish)

Sequential
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6. Models

• Baseline Model
• FRIENDS-QIA + IndirectQA combined

• Intermediate Task Training Models
• MNLI
• XNLI (FR and ES)
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6. Models – Overview and Results
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6. Models – Results per Genre
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6. Models – Results per Label
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7. Discussion and Conclusion

- Still a quite challenging task
- Subtitles as a source are somewhat difficult to work with
- Contribution: IndirectQA, a new, cross-lingual evaluation 

dataset of 1,053 question-indirect answer pairs with parallel 
data in English, French, and Spanish (available at 
https://github.com/mainlp/indirectQA)

- Presentable results regarding the MNLI/XNLI setup
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Thank you!
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