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1. Introduction

- Answers to yes/no-questions are often indirect

- Normal in natural conversation
- Difficult for dialogue systems to interpret

Example:

Question: “An island? By the sea?”
Answer: “Islands are generally by the sea.”



2. Related Work

- Current research focuses on datasets in English

- Circa: Louis et al., 2020, “I’d rather just go to bed”: Understanding Indirect
Answers.

- First large-scale corpus to interpret indirect answers

- Friends-QIA: Damgaard et al., 2021, “I’'ll be there for you”: The One with
Understanding Indirect Answers.

- More natural data extracted from existing TV series

- SWDA-IA: Sanagavarapu et al., 2022, Disentangling Indirect Answers to Yes-No
Questions in Real Conversations.

- Included context, since ground truth depends on it
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3. Contribution — IndirectQA

- a new, cross-lingual evaluation dataset with parallel data in English,
French, and Spanish

- data extracted from the OpenSubtitles Corpus (Lison and Tiedemann,
2016)

- 1,053 question-indirect answer pairs extracted
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Language | Number | Year | Movie-ID | Doc-ID | Genre (S;:::tnae;ils)ﬁon) Question ?S:zsazezlnlzwer) Answer
Crime, Audrey’s been telling me about it
English 0 2015 | 3591512 6461786 | Drama, | <sid="22"> The coast? <s 1d="23"> from her magazines -
Mystery haven’t you, Audrey?
Crime, Audrey’s been telling me about it Some Hollywood film star was
1 2015 | 3591512 6461786 | Drama, | <sid="23"> from her magazines - <s id="24"> supposed to have bought it, but no,
Mystery haven’t you, Audrey? it’s Mr and Mrs Owen.
Crime,
2 2015 | 3591512 6461786 | Drama, | <sid="27"> An island? By the sea? <sid="29"> Islands are generally by the sea.
Mystery
Coms, Audrey I’a Iu dans ces magazines
French 0 2015 | 3591512 6442019 | Drama, | <sid="19"> La cote ? <s 1d="20"> E ;
Nk n’est-ce pas, Audrey ?
ystery
Crime, B B b e os anene i Une star d’Hollywood était censé
1 2015 | 3591512 6442019 | Drama, | <sid="20"> vy Koy iy Y | & id=221"> I'avoir acheté, mais non,
Mystery e s M. et Mme Owen l'ont fait.
e Les iles sont généralement
2 2015 | 3591512 6442019 | Drama, | <sid="24"> Une ile ? Pres de la mer ? <s id="26" > 2
pres de la mer.
Mystery
Crime, Audrey me ha estado hablando
Spanish 0 2015 | 3591512 6439216 | Drama, | <sid="19"> ;La costa? <s id="20"> de ella por las revistas,
Mystery ;a que si, Audrey?
Crime, Audrey me ha estado hablando Se suponia que una estrella de
1 2015 | 3591512 6439216 | Drama, | <sid="20"> de ella por las revistas, <g3d="22">> Hollywood iba a comprarla,
Mystery ;a que si, Audrey? pero no, el senor y la senora Owen.
Crime,
2 2015 | 3591512 6439216 | Drama, | <sid="25"> ;Una isla? ;En el mar? <s id="27"> Las islas generalmente estan en el mar.
Mystery




4. IndirectQA — Annotation

Strict Label Set

Relaxed Label Set

Yes

Yes

No

No

Probably yes / sometimes yes

Yes, subject to some conditions

Yes, subject to some conditions

Probably no

In the middle, neither yes nor nd

In the middle, neither yes nor no

Other

Other

N/A

N/A

AN

Labelset for Annotation
by Louis et al. (2020)

Lacking context




4. IndirectQA — Distribution

Language | Extracted # | Final # QIA pairs | Label1 | Label 2 | Label 3 | Label 4 | Label 5 | Label 6
English 615 all (615) 35.61 13.01 1.95 12.36 24.39 12.52
292 Crime (292) 35.62 13.36 1.37 15.75 21.92 11.99
323 Comedy (323) 35.60 12.69 2.48 9.29 26.93 13.00
French 239/205 all (438) 34.93 14.16 1.60 11.42 24.20 13.47
Spanish 239/205 all (438) 35.16 14.16 1.60 11.19 24.20 13.70

Table 2: Final label distribution of the IndirectQA dataset (in percentages). Total amount (#) of QIA pairs

extracted for the genres comedy and crime, drama, mystery (abbrev. crime), indicated as x/x, respectively.

All refers to the total of QIA pairs extracted (both genres combined). Due to data cleaning, the numbers
in the Final QIA pairs row vary; those are the QIA pairs used for evaluation. Label numbers correspond
to the descriptions provided in Section 3.2.




5. Method and Model Setup

- Cross-lingual Transfer Learning

- Intermediate Task Training: additional pretraining on
labeled data (Phang et al., 2020)

- Sequential setup

- mBERT: good option for zero-shot cross-lingual transfer
tasks, inlcuding classification (Pires et al., 2019)

- Implementation (both intermediate task training and baseline models):

- Classification task with MaChAmp Toolkit (van der Goot et al., 2021)
- Version 0.4, 20 epochs, mBERT encoder



Trammg Prediction

Target Task
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Training Data Training Data

Target Task
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French

Multilingual
BERT

\ntermediate Task Target Task
Development Development
Data Data

Target Task
Test Data
Spanish

Pre Trained Intermediate Task Training Target Task Fine- Tunlng Target Task Testing/

Encoder (MNLI/XNLI) (FRIENDS-QIA + Evaluation
IndirectQA) (English, French, Spanish)

Model Overview using MaChAmp. Figure adapted from Phang et al. (2020)
Intermediate task data: MNLI (Inference Dataset, Williams et al., 2018)
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6. Models

 Baseline Model
« FRIENDS-QIA + IndirectQA combined

* Intermediate Task Training Models
 MNLI
« XNLI (FR and ES)



6. Models — Overview and Results

Model Model Name Training Data Test | Acc. F1
English FRIENDS-QIA + IndirectQA (en) en 61.43 | 37.68
Baseline ::S:Fe':%iw\ * | FRIENDS-QIA + IndirectQA (en) fr | 4406 | 3364
es 4406 | 33.95
Model Model Name Intermediate Task Target Task Test | Acc. F1
Intermediate | MNLI-FX MNLI (en) FRIENDS-QIA + IndirectQA (en) | fr
MNLI (en) FRIENDS-QIA + IndirectQA (en) | es .
XNLI-FR-FX MNLI (en) + XNLI (fr) FRIENDS-QIA + IndirectQA (en) | fr 44.06
MNLI (en) + XNLI (fr) FRIENDS-QIA + IndirectQA (en) | es
XNLI-ES-FX MNLI (en) + XNLI (es) FRIENDS-QIA + IndirectQA (en) | fr
MNLI (en) + XNLI (es) FRIENDS-QIA + IndirectQA (en) | es

Table 3: Performance scores (Acc.=Accuracy, F1=Macro F1) of the baseline and intermediate task train-
Ing models evaluated on French and Spanish data (EN given as reference). Green cells indicate im-
provement over the respective baseline, red drop below the baseline scores, no color is identical to the
baseline score.



6. Models — Results per Genre

Lang | Genre Acc. F1 Genre | Acc. F1
fr Comedy | 38.72 | 28.95 | Crime | 50.25 | 38.98
es Comedy | 36.17 | 27.71 | Crime | 53.20 | 41.13

Table 4: Results per genre, comedy vs crime
(crime, drama, mystery).




6. Models — Results per Label

Table 6: F1-scores per label for the intermediate task training models. Green cells indicate higher per-

formance than the baseline.

Model Model Name Test Data | F1/ Label | F1/ Label | F1/ Label F1/ Label | F1/ Label | F1/ Label
Baseline 1/ Yes 2/ No 3/ Yes (condition) | 4/ Neither | 5/ Other 6/ Context
e A o | en 7515 | 6220 | 20.00 4370|2500 | 00.00
fr 61.00 44.59 00.00 28.25 32.39 35.61
es 65.54 42.60 00.00 21.62 35.46 38.46
Intermediate
Task Training
MNLI/ XNLI MNLI-FX en 72.29 52.77 19.57 00.00
fr 66.47 . 3871 | 3896
es 59.04 34.39 23.19
XNLI-FR-FX en 70.55 55.72 00.00
fr 58.69 41.72 24.79 33.33
es 54.72 4746 | 25.97
XNLI-ES-FX en 74.46 57.98 19.75 00.00
fr 60.98
es 57.04
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[. Discussion and Conclusion

- Still a quite challenging task
- Subtitles as a source are somewhat difficult to work with

- Contribution: IndirectQA, a new, cross-lingual evaluation
dataset of 1,053 question-indirect answer pairs with parallel
data in English, French, and Spanish (available at
https://github.com/mainlp/indirectQA)

- Presentable results regarding the MNLI/XNLI setup



https://github.com/mainlp/indirectQA
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